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Abstract 
  

The main theme of this work can be divided into three categories, 

which can be summarized as follows: 

  

First, we give some definitions of impulsive differential equations 

with or without delays with some illustrative examples and some real life 

applications. 

  

Second, we give the explicit forms of the solutions of the boundary 

value problems (periodic and nonperiodic) which consist of the first order 

linear ordinary differential equations with non-constant coefficients together 

with finite impulsive conditions and boundary condition (periodic and 

nonperiodic).  

  

Third, we transform the boundary value problems (periodic and 

nonperiodic) which  consists of the first order nonlinear ordinary differential 

equations together with finite impulsive conditions and boundary condition 

(periodic and nonperiodic) into equivalent integral equations. Also the 

existence of the solutions for the above periodic boundary value problems 

are discussed. 
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INTRODUCTION 
 

The theory of impulsive differential equations is imerging as 

important area of investigation, since it is a lot richer than the corresponding 

theory of differential equations without impulse effect. Moreover, such 

equations appear to represent a natural framework for mathematical 

modelings of several real world phenomena [Liu M. and et. al., 2007]. Such 

as medicine (pulstile signaling in intercellular communication) [Goldbeter 

A. and et. al., 1993], biology (pulse mass measles vaccination across age 

cohorts) [Agur Z. and et. al., G. 1993], Physics (a ball that jumping on a flat 

horizontal surface) [Randelovic B. and et. al., 2000] and mechanical 

engineering (the verge and folit escapment mechanism consist of two rigid 

bodies rotating on bearings) [Roup A., 2003]. However, the mathematical 

theory of systems with impulsive conditions has developed rather slowly, 

owing to the considerable difficulties of a theoretical and technical nature 

related to the specific character of these systems [Liu M. and et. al., 2007].  

For the impulsive ordinary differential equations, there are many 

authors and researchers who studied these types of equations [Mil’man V. 

and Myshkis A. in 1960] studied the stability of impulsive ordinary 

differential equation, [Lakshmikantham and et al. in 1992] proved the 

existence and uniquness of solution of the first order non-linear impulsive 

ordinary differential equations by using the Banach fixed point theorem, [Liz 

E., 1995]  studied the existence of an upper and lower solutions of the first 

order non-linear boundary value problems of impulsive ordinary differential 

equations. 

 I



  Introduction 

[Berezansky L. and et. al., 1997] discussed the stability of the solution of the 

first order linear impulsive delay ordinary differential equations, [Nieto J. 

and et. al., 2000] studied the existence of an upper and lower solutions of the 

first order nonlinear impulsive ordinary differential equations with 

antiperiodic boundary conditions, [Benchohra M. and et. al., 2002] 

investigated the existence of solutions for second order impulsive delay 

ordinary differential equations in Banach spaces, [Dajun G. 2005] obtained 

the existence of solutions for a boundary value problem of n-th order 

nonlinear impulsive integro-differential equations, [John R. and et. al. 2006] 

investigated the existence and uniqueness of solution of first order boundary 

value problems for impulsive delay ordinary differential equations, 

[Abdelghani O. 2007] discussed local and global existence and uniqueness  

of the solutions for first order impulsive delay ordinary differential 

equations, [Wei D. and et. al. 2007] studied the existence of lower and upper 

solutions of antiperiodic boundary value problems for first order nonlinear 

delay ordinary differential equations, [Yu Tian et. al. 2008] studied the 

existence of solutions for the second order impulsive ordinary differential 

equations with periodic boundary conditions.  

The main purpose of this work is to study the impulsive ordinary 

differential equations. 

This study includes the existence of the solution for the periodic and 

nonperiodic boundary value problems which consist of the linear and 

nonlinear first order differential equations together with the finite impulsive 

conditions and periodic and nonperiodic boundary conditions.  

This thesis consists of three chapters.  

In chapter one, we give some definitions of impulsive ordinary 

differential equations.  
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 III

In chapter two, we devote the existence of the solutions for the 

periodic boundary value problem of first order non-linear finite impulsive 

ordinary differential equations.  

In chapter three, we give the existence of the solutions for the 

boundary value problem of first order non-linear finite impulsive ordinary 

differential equations.  

 
 



Chapter one                                                                              The Impulsive Ordinary Differential Equations                           

Introduction: 

 The aim of this chapter is to study the impulsive ordinary differential 

equations (or ordinary differential equations with impulsive conditions) with 

their real life applications. 

This chapter consists of three sections. 

In section one, we give the definitions of the finite and infinite impulsive 

ordinary differential equations and their solutions with some illustrative 

examples. Also, the initial value problems and the boundary value problems of 

these types of equations are given. 

In section two, we give the definitions of the finite and infinite impulsive 

delay ordinary differential equations (or delay ordinary differential equations 

with (infinite and finite) impulsive conditions) with some illustrative examples.  

In section three, we give two real life applications for the impulsive 

ordinary differential equations namely the mechanical systems and growth of 

capital.  

 

 1.1 The Non-Linear Impulsive Ordinary Differential Equations: 

In this section, we give the definition of the non-linear infinite impulsive 

ordinary differential equation and its solution. Depending on this definition we 

give the definition of the non-linear finite impulsive ordinary differential 

equation and its solution. To illustrate these definitions, we give some examples. 
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Chapter one                                                                              The Impulsive Ordinary Differential Equations                           

We start this section by the following definition. 

 

Definition (1.1), [Lakshmikantham V. and et. al. 1989]: 

The ordinary differential equation of the form:  

,)),(,()( Jttxtftx ′∈=′ ………….....………………………..….…………..(1.1.a) 

together with the infinite impulsive conditions: 

,))(()( kkk xx τϕτ =Δ …∓∓ ,2,1,0=k ...…...…………...……..…………….(1.1.b) 

is called the first order non-linear infinite impulsive ordinary differential 

equation (or the first order non-linear ordinary differential equation with infinite 

impulsive conditions), where  ,)()()( −+ −=Δ kkk xxx τττ

n

  

  is a continuous function for each 

,)(lim)( txx
kt

k +→

+ =
τ

τ

),(lim)( txx
kt

k −→

− =
τ

τ

,...,2,1,0 ∓∓=

n
k ℜ→ℜ:ϕ

k  1+< kk ττ  for each ,ℵ∈k  ∞→kτ  when 

hen  −∞,  w⎯→⎯∞⎯→⎯ kk τ ,−∞⎯→⎯k ℜ⊂J  is any real interval, 

,...},2,∓1,0,{\ ∓==′ kJJ kτ   is a continuous function on every 

set  

nn ℜ→ℜ×Jf :

…∓∓ ,2,1,0=,),( 1
n

kk ℜ×+ττ k  and  x is the unknown function that must be 

determined.   

 

 Next, from the above definition one can get the following definition. 

 

Definition (1.2): 

The ordinary differential equation of the form:  

,)),(,()( Jttxtftx ′∈=′ ……..………………………..….……….…………(1.2.a) 

together with the finite impulsive conditions: 

,))(()( kkk xx τϕτ =Δ mk ,,2,1 …= ……………….…………..……………(1.2.b) 
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is called the first order non-linear finite impulsive ordinary differential equation 

(or the first order non-linear ordinary differential equation with finite impulsive 

conditions), where nn
k ℜ→ℜ:ϕ  is a continuous function for each 

,,,2,1 mk …=  ℜ⊂J  is any real interval, 

},m,...,2,1,{\ kJJ k=′ =τ nnJ ℜ→ℜ×  is a continuous function on every set f :

mn , kk ℜ×+ ),( 1ττ k ,,2,1 …  and x=  is the unknown function that must be 

  

determined. 

To illustrate these definitions, we consider the following examples:  

Example (1.1):

 

 

he ordinary differential equation: 

together with the infinite impulsive conditions: 

Consider t

Jtttx ′∈+ ,8)(3 2  tx =′ )(

,...2,1,0,))(sin()( ∓∓==Δ kxx kk ττ  

where J is the set of all rational numbers, ,...,2,1,0, ∓∓== kkkτ  and 

,...}.2,1,0,{\ ∓∓==′ kkJJ  Moreover ,1 1+=+<= kkkk ττ  ,ℵ∈∀k  

∞==
∞→∞→

k
k

k
k

limlim τ  and .limlim −∞==
−∞→−∞→

k
k

k
k

τ  

 

xample (1.2):E  

he ordinary differential equation: 

together with the finite impulsive conditions: 

Consider t

tx =′ )( Jtttx ′∈+ ,)(  

50,...,2,1,))(tan()( ==Δ kxx kk ττ  
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where J is the set of all rational numbers, 50,...,2,1, == kkkτ  and 

 

xample (1.3):

}.50...,2,1,{\ ==′ kkJJ  

E  

he system of the ordinary differential equations: 

together with the infinite impulsive conditions: 

 Consider t

,,
)(1.02 1 Jt

tx
′∈⎟

⎞
⎜
⎛
⎟
⎞

⎜
⎛−

=⎟
⎞

⎜
⎛

 
)(01.0)(

)(

22

1
txtx

tx
⎟
⎠

⎜
⎝
⎟
⎠

⎜
⎝

⎟
⎠

⎜
⎝ ′
′

⎟⎟
⎠

⎜⎜
⎝⎟⎠

⎜
⎝ −⎟⎟

⎠
⎜⎜
⎝Δ )(8.05)( 22 kk xx ττ

⎞⎛⎟
⎞

⎜
⎛−=

⎞⎛Δ + )()2(1)( 1
1

1 k
k

k xx ττ
 , kt τ=   

 and ,...}.21,0,)2(5.0)1(3{\ 1 ∓∓=++=′ + kkJJ k

kτ =+++<

ℜ=Jwhere  Moreover  

kk =+ + ])21(3[ 1+ (5.0) ++ ])2(5.0)11(3[ 11kk 1+kτ ,ℵ∈∀k  

,])2(5.0) 1 ∞=+1(3lim +[lim= +

∞→k∞→
k

k
kτ k  and  

.])2(5.0)1(3[limlim 1 −∞=++= +

−∞→−∞→

k
k

k
k

kτ  

 

xample (1.4):E  

he system of the ordinary differential equations: 

together with the finite impulsive conditions: 

 Consider t

,,
)(21 1 Jt

tx
′∈⎟

⎞
⎜
⎛
⎟
⎞

⎜
⎛

=⎟
⎞

⎜
⎛

 
)(12)(

)(

22

1
txtx

tx
⎟
⎠

⎜
⎝
⎟
⎠

⎜
⎝

⎟
⎠

⎜
⎝ ′
′

⎟
⎠

⎜
⎝
⎟
⎠

⎜
⎝ −⎟

⎠
⎜
⎝Δ )(2.05)( 2

2
2 kk xkx ττ

⎟
⎞

⎜
⎛
⎟
⎞

⎜
⎛ −

=⎟
⎞

⎜
⎛Δ )(21)( 11 kk xkx ττ

 , t kτ=   

ℜ=Jwhere  and }.3,2,1,)3(5.0)1(3{\ 1 =++=′ + kkJJ k   
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Definition (1.3), [Lakshmikantham V. and et. al. 1989]: 

(or finite) impulsive  The solution of the first order non-linear infinite 

ordinary differential equation (1.1) (or (1.2)) is a piecewise continuous function 
nJx ℜ⎯→⎯:  with piecewise continuous first derivative which satisfies 

) (or (1.2)). 

 

equations (1.1

efinition (1.4), [Lakshmikantham V. and et. al. 1989]:D  

r (1.2)) together with  The impulsive ordinary differential equation (1.1) (o

the initial condition ,)( α=ax  nℜ∈α  is said to be initial value problem of the 

first order non-linear infinite (or finite) impulsive ordinary differential equation. 

In this case }.{ axxJ ≥=  

 

Definition (1.5), [Lakshmikantham V. and et. al. 1989]: 

r (1.2)) together with 

is said to be the boundary value problem of the first order non-linear infinite (or 

 The impulsive ordinary differential equation (1.1) (o

the boundary condition: 

NMbNxaMx =+ α ,,)()( nℜ∈ℜ∈ α,  

finite) impulsive ordinary differential equation. In this case ].,[ baJ =  

 

Remark (1.1), [Lakshmikantham V. and et. al. 1989]: 

(or (1.2)) together with  The impulsive ordinary differential equation (1.1) 

the periodic boundary condition: 

)()( bxax =  

is said to be the periodic boundary value of the first order non-linear infinite (or 

finite) impulsive ordinary differential equation. 
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)()( bxax −=Also if  then equation (1.1) (or (1.2)) together with this 

bound tion is said to

efinition (1.6), [Lakshmikantham V. and et. al. 1989]:

ary condi  be the antiperiodic boundary value of the first order 

non-linear infinite (or finite) impulsive ordinary differential equation. 

 

D  

The ordinary differential equation of the form: 

tx n Jttxtxtxtf n ′∈′=()( − )),(),...,(),(,() )1( ………………………………(1.3.a) 

together with the infinite impulsive conditio

……………………..(1.3.b) 

is called the n-th order non-linear infinite imp

ns: 

,...,1,0,...,2,1,0)),(()( )()( ===Δ ikxx k
i

kk
i ∓∓τϕτ 1−n

ulsive ordinary differential 

equation (or the n-th order non-linear ordinary differential equation with infinite 

impulsive conditions), where ),()()( )()()( −+ −=Δ k
i

k
i

k
i xxx τττ  

),(lim)( )()( txx ii + =τ  ),(lim)( )()( txx ii

t
k

k
+→τ t

k
k
−→

− =τ  
τ

,1,...,1,0 −= ni  ,...,2,1,0 ∓∓=k  

1+< kk ττ   for each   ,ℵ∈k  ∞⎯→⎯kτ  when 

nℜ  is a differentiable function such that 

,1

−∞⎯→⎯∞⎯→⎯ kk τ,  w

)(i
kϕ  exi

hen 

,∞  n
k →ℜ:ϕ sts for 

i

−⎯→⎯k

each ,,1,0= n… − ℜ⊂J  is any real interval, 

nnnnJJ ℜ→ℜ××ℜ×ℜ×=′ ...  is a continuous 

…,2  and x is the 

unknown function that mu

 

k k = 2,1,0,{\ ∓∓τ

function on every set 

Jf :,...},

…),( 1 ℜ××ℜ×+
n

kk ττ ∓∓ ,1,0, =kn

st be determined. 
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Next, from the above definition one can get the following definition. 

 

efinition (1.7):D  

y differential equation of the form: 

tx n

The ordinar

Jttxtxtxtf n ′∈′= − )),(),...,(),(,() )1( …………()( ……………………(1.4.a) 

together with the finite impulsive conditions

……………………….(1.4.b) 

is called the n-th order non-linear finite impulsive

: 

,...,1,0,,...,2,1)),(()( )()( ===Δ imkxx k
i

kk
i τϕτ 1−n

 ordinary differential equation 

(or the n-th order non-linear ordinary differential equation with finite impulsive 

conditions), where nn
k ℜ→ℜ:ϕ  is a differentiable function such that )(i

kϕ  

exists for each ,1 ,,1,0 −=i … n ℜ⊂J  is any real inter  

},,...,2,1,{\ mkJJ k ==′

val,

τ  : Jf ×

kk , 1+ττ

,. nn ℜ→ℜ×  is a continuous 

m,(  and x is the 

unknown function that must be determ

 

..n ×ℜ

…××

n ×ℜ

n) ℜ×function on every set kn ,2,1, …=ℜ

ined. 

To illustrate these definitions, we consider the following examples: 

xample (1.5):

 

 

E  

he ordinary differential equation: 

together with the infinite im lsive conditions: 

 Consider t

Jtttxtxx ′∈++′ ,)()(  t =′′ )(

pu

,...2,1,0,1)(2)( ∓∓=+=Δ kxx kk ττ  

,...2,1,0),(2)( ∓∓=′=′Δ kxx kk ττ  
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where J is the set of all integer numbers, ,...,2,1,0,12 ∓∓=+= kkkτ  

 It is clear that ,...}.2,1,0,12{\ ∓∓=+=′ kkJJ ,11212 1+=++<+= kk kk ττ  

,ℵ∈∀k  ∞=+=
∞→∞→

12limlim k
k

k
k

τ   and .12lim −∞=lim +=
−∞→

k
−∞→

k
k k

τ   

 

Example (1.6): 

 Consider the ordinary differential equation: 

Jtttxtxtxtx ′∈++′+′′=′′′ ,)()()()(  

together with the finite impulsive conditions: 

100,...,2,1,1)(2)( =+=Δ kxx kk ττ  

100,...,2,1),(2)( =′=′Δ kxx kk ττ  

100,...,2,1),(2)( =′′=′′Δ kxx kk ττ  

where J is the set of all integer numbers, ,100,...,2,1,12 =+= kkkτ  

 }.100,...,2,1,12{\ =+=′ kkJJ

 

Definition (1.8), [Lakshmikantham V. and et. al. 1989]: 

 The solution of the n-th order non-linear infinite (or finite) impulsive 

ordinary differential equations (1.3) (or (1.4)) is a piecewise continuous function 
nJx ℜ→:   with piecewise continuous n-th order derivatives which satisfy 

equations (1.3) (or (1.4)). 

  

Remark (1.2), [Lakshmikantham V. and et. al. 1989]: 

If  in equations (1.3) (or (1.4)) takes the form:  ))(),...,(,,( )1( txtxxtf n−′

)()()()()()()(),( )1(
110 tgtxtatxtatxtaxtf n

n +++′+= −
−  
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then equations (1.3) (or (1.4)) are called the n-th order linear infinite (or finite) 

impulsive ordinary differential equations, where  is continuous 

function for each 

nn
i Ja ×ℜ→:

.1,,1,0 −= ni …  Also, if 0)( =tg in the above equation then 

equations (1.3) (or (1.4)) are said to be the n-th order homogeneous linear 

infinite (or finite) impulsive ordinary differential equations, otherwise it is 

nonhomogeneous. 

 

1.2 The Non-Linear Impulsive Delay Ordinary Differential Equations:  

 It is known that the delay ordinary differential equations are generalization 

of the ordinary differential equations [Driver R. 1977]. Thus, the impulsive delay 

ordinary differential equation is a generalization of the impulsive ordinary 

differential equation. The aim of this section is to give two definitions of the 

finite and infinite impulsive delay ordinary differential equations with some 

illustrative examples. 

 

Definition (1.9), [Lakshmikantham V. and et. al. 1989]: 

The delay ordinary differential equation of the form:   

Jttxtxtftx ′∈+=′ ,))(),(,()( θ …………………………………………...(1.5.a) 

together with the infinite impulsive conditions: 

,...2,1,0)),(()( ∓∓==Δ kxx kkk τϕτ …………..……………………………(1.5.b) 

and the initial condition: 

]0,[,)()( rtttx −∈Ω= …………………………………………………..…(1.5.c) 

is called the first order non-linear infinite impulsive delay ordinary differential 

equation (or the first order non-linear delay ordinary differential equation with 

infinite impulsive conditions), where   is a continuous function for nn
k ℜ→ℜ:ϕ

  9
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each 1,...,2,1,0 +<= kkk ττ∓∓

−∞⎯→ k

, for each hen  

 when  

∞⎯→⎯ℵ∈ kk τ

],0[ ℜ⊂

,  w ,∞⎯→⎯k

,⎯kτ ,−∞⎯→⎯ = TJ  ],0,[ r−∈θ  

,...}2,1,0,{\ ∓∓=kJ k=′J τ ,  ,0 ∞<< r ],0[: Tf nn × D ℜ→ℜ×  is a 

continuous function on every set , Dn
k ×ℜ×+ )1k ,( ττ …,∓∓ 2,1,0=k , where 

 is continuous everywhere except at finite number of 

points 

ψψ :]0,[: nr ℜ→−

*

{D =

t   at which )( *tψ  and )( *+tkϕ  exist  and ,)}( *tk)( *tkϕ =ϕ
−

D∈Ω  

and  x  is the unknown function that must be determined.  

 

Next, from the above definition one can get the following definition. 

 

Definition (1.10): 

The delay ordinary differential equation of the form:   

Jttxtxtftx ′∈+= ,))(),(,(′ )( θ ………………...………………...………..(1.6.a) 

together with the finite impulsive conditions:  

mkx kkk ,...,2,1)),(() ==x(Δ τϕτ ………………..…………………………(1.6.b) 

and initial condition: 

]0,[,)()( rtttx −∈Ω=

,,...,2,1 m

………………………………………..……………(1.6.c) 

is called the first order non-linear finite impulsive delay ordinary differential 

equation (or the first order non-linear delay ordinary differential equation with 

finite impulsive conditions), where   is a continuous function for 

each 

nn ℜ→k ℜ:ϕ

k = ℜ⊂]= ,0[ TJ  is any real interval, ],0,[ r−∈θ   

},...,2,1,{\ mkJ k ==J ′ τ ,∞<< r,  0   is a 

continuous function on every set (  

×

ℜ

ℜ× nTf ],0[:

n
kk D →×ℜ×+ ), 1τ

nℜ

m

D →

nτ k …,2,1= , 
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ψψ :]0,[:{ nrD ℜ→−=

*

 is continuous everywhere except at finite number of 

points t   at which )( *tψ  and )( *+tkϕ  exist  and  

 x is  unknown function that must be determined.  

,)}()( ** tt kk ϕϕ =
−

,D∈Ω

 

To illustrate these definitions, we consider the following examples: 
 

Example (1.7): 

  Consider the delay ordinary differential equation: 

J ′∈(  

,1,0 ∓∓=

ttxx −+ ,)1(tx )(

cos(

t =′ 3)

)( =Δx k

together with the infinite impulsive conditions: 

,...2)),( kx kτ  τ

and the initial condition: 

]0,1[−∈,)sin()( = tt tx   

where J is the set of all rational numbers,  ,kk =τ  ,...2,1,0 ∓∓=k  

. It is clear that ,...}2,1,0 ∓∓=kJ ,k{\=′ J ,1 1+=+<= kk k kττ  ,ℵ∈∀k  

,∞=
∞

k
k

lim=
→k

lim
∞→

kτ  and .limlim −=
−∞→

k
−∞→k k

= ∞kτ   

 

Example (1.8):  

 Consider the delay ordinary differential equation: 

J ′∈(  

2,1=

ttxx −+ ,)
2
1(t

3
)(

(2 x

xt =′ )

)( =Δx k

together with the finite impulsive conditions: 

15,...,,7))( + kkτ  τ

and the initial condition: 

]0,1[−∈x ,3 t8)( = tt   
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where J is the set of all integer numbers,  ,2kk =τ  15,...,2,1=k  and  

. }15,...,2,1,2{\ ==′ kkJJ
 

Definition (1.11), [[Lakshmikantham V. and et. al. 1989]: 

The solution of the first order non-linear infinite (or finite) impulsive delay 

ordinary differential equations (1.5) (or (1.6)) is a piecewise continuous function 
nJx ℜ→:  with piecewise continuous first derivative which satisfy equations 

(1.5) (or (1.6).  
 

Definition (1.12), [Lakshmikantham V. and et. al. 1989]: 

 The delay ordinary differential equation: 

Jttxtxtxtxtxtxtfx nnn ′∈++′+′= −− )),(),...,(),(),(,),(),(,( )1()1()( θθθ…  

      …………………...(1.7.a) 

together with the infinite impulsive conditions: 

1,...2,1,0,...,2,1,0)),(()( )()( −===Δ nikxx k
i

kk
i ∓∓τϕτ ..……..…….……(1.7.b) 

and the initial condition: 

]0,[),()( rtttx −∈Ω= …………..…………………………………….…..(1.7.c) 

is called the n-th order non-linear infinite impulsive delay ordinary differential 

equation (or the n-th order non-linear delay ordinary differential equation with 

infinite impulsive conditions), where ),()()( )()()( −+ −=Δ k
i

k
i

k
i xxx τττ  

 ),(lim)( )()( txx i

t
k

i

k
+→

+ =
τ

τ ),(lim)( )()( txx i

t
k

i

k
−→

− =
τ

τ  ,1,...,1,0 −= ni  ,...,2,1,0 ∓∓=k  

 is a differentiable function where  exists for each 

 

nn
k ℜ→ℜ:ϕ

,1,,1,0 −= ni … <k

)(i
kϕ

1+kττ for each ,ℵ∈k   when  

 when  

∞⎯→⎯kτ ,∞⎯→⎯k

−∞⎯→⎯kτ k ,−∞⎯→⎯ ℜ⊂J  is any real interval, ],0,[ r−∈θ  
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,...}2,1,0,{\ ∓∓==′ kJJ kτ   and s 

a continuous function on every set      

,  

nnnn DDJf ℜ→×××ℜ××ℜ×ℜ× …...:  i

nD ℜ→××… …∓∓ ,2,1,0nn
kk D××ℜ×ℜ×+ …),( 1ττ D× =k   

ψψ :]0,[:{ nrD ℜ→−=

*

 is continuous everywhere except at finite number of 

points t  at which )( *tψ  and )( *+t ,)}()( ** tt kk ϕϕ =kϕ
−

D∈Ω exist and  and  

x  is  the unknown function that must be determined. 

 

Next, from the above definition one can get the following definition. 

 

Definition (1.13): 

 The delay ordinary differential equation: 

Jttxtxtx n ′∈++′+txtxtxtfx nn ′= −− ),(,),(),(,( )1()( …

,...,2,1)),(()( )()( ==Δ kxx k
i

kk
i τϕτ

]0,[),()(

)),(,),(),( )1( θθθ …

1,...2,1,0, −= nim

 

       …………………………...…(1.8.a) 

together with the finite impulsive conditions: 

……...…………….....(1.8.b) 

and the initial condition: 

rtttx −∈Ω= ………………………..………………………….(1.8.c) 

is called the n-th order non-linear finite impulsive delay ordinary differential 

equation  (or   the   n-th  order  non-linear  delay  ordinary  differential   equation  

with    finite    impulsive    condition),    where    ),()()( )()()( −+ −=Δ k
i

k
i

k
i xxx τττ

),(lim) )( tx i

t k
−→

  

=+ )()(
k

ix τ ),(lim )( tx i

t k
+→τ

()(x k
i − =

τ
,1,...,1,0 −τ  = ni ,...,2,1 mk =

)(i
kϕ

,  

 is a differentiable function where  exists for each nn
k ℜ→ℜ:ϕ

,1,,1,0 −= ni … ℜ⊂J  is any real interval, ],0,[ r−∈θ  },...,2,1,{\ mkJJ k ==′ τ ,  
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nnnn DDDJf ℜ→××××ℜ××ℜ×ℜ× …...:

nn
kk DD×××ℜ×ℜ×+ …),( 1ττ

  is a continuous function on 

every set  nD ℜ→××… ,,2,1 mk …=  

 is continuous everywhere except at finite number of 

points 

ψψ :]0,[:{ nrD ℜ→−=

*t   at which )( *tψ  and )( *+tkϕ  exist  and ,)}*(tk)( *tk ϕϕ =
−

D∈Ω  

and   x  is  the unknown function that must be determined. 

 

Remark (1.3), [Lakshmikantham V. and et. al. 1989]: 

If 

 in 

equations (1.7) (or (1.8)) takes the form:  

Jt ′∈

)(tg

txtxtxtxtx nn ++′+′ −− (),...,(),(),(,),( )1()1( θθθ…

)()(...)()()( )1(
1

)1(
1 txtatxtat n

n ++++++

txtfx n = ),(,()(

)(),( 0 xtaxtf =

)),

+−
− θθθ

ia

 

then equations (1.7) (or (1.8)) are called the n-th order linear infinite (or finite) 

impulsive delay ordinary differential equations, where nnJ ×ℜ→:  is 

continuous functions for each .1,,2,1,0 −= ni … )( 0=tg Also, if in the above 

equation then equations (1.7) (or (1.8)) are said to be homogeneous n-th order 

linear infinite (or finite) impulsive delay ordinary differential equation, otherwise 

it is nonhomogeneous. 

 

To illustrate these definitions, we consider the following examples: 

 

Example (1.9):  

 Consider the delay ordinary differential equation: 

Jttx ′∈−+ ),2(3(  
t

tx
−

=′′
4

)1(
)

x′
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together with the infinite impulsive conditions: 

,...2,1,0,1)(2)( ∓∓=+=Δ kxx kk  τ τ

,...2,1,0),(2)( ∓∓=′=′Δ kxx kk ττ  

and the initial condition: 

],0,2[,
9

)( −∈= tttx  

where J is the set of all integer numbers, ,...,2,1,0,12 ∓∓=+= kkkτ  

 It is clear that ,...},2,1,0,12{\ ∓∓=+=′ kkJJ ,1121 1+2 =++<=+ kk kk ττ  

,ℵ∈∀k  ∞=+=
∞→∞→

12limlim k
k

k
k

τ  and .12lim −∞=lim +=
−∞

k
→k−∞→

k
k

τ   

 

Example (1.10): 

Consider the delay ordinary differential equation: 

Jttxtx ′∈
−

=′ ,
2

)5.0()(  

together with the finite impulsive conditions: 

3,2,1,1)(2)( =+=Δ kxx kk ττ  

and the initial condition: 

],0,1[,3)( −∈= tttx  

where J is the set of all rational numbers, 3,2,1, == kkkτ  and 

  }.3,2,1,{\ ==′ kkJJ

 

Definition (1.14), [Lakshmikantham V. and et. al. 1989]: 

 The solution of n-th order nonlinear infinite (or finite) impulsive delay 

ordinary differential equations (1.7) (or (1.8)) is the function nJx ℜ→:  with 

piecewise continuous n-th order derivatives which are satisfy equations (1.7) (or 

(1.8)). 
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1.3 Some Real Life Applications of Impulsive Ordinary Differential 

Equations: 

 The impulsive differential equations occur in many real life applications 

say in physics, population dynamics, ecology, biological systems, biotechnology, 

industrial robotic, pharmacokinetics, optimal control, etc, [Nieto J., 1997]. In this 

section we give some of these real life applications.  

 

(i) The Mechanical Systems, [Joelianto E., 2001]: 

Consider a model of a multi-input/multi-output mechanical systems 

subject to collision or shock effects accoording to:  

PfLuKyyDyM +=+′+′′ ……...…………………………………...(1.9) 

Here  is the system coordinate vector, dy ℜ∈ pu ℜ∈  is the force vector, 

ddM ×ℜ∈  is the generalized positive definite inertia matrix,  is the 

generalized structural damping matrix, 

ddD ×ℜ∈

ddK ×ℜ∈  is the generalized stiffness 

damping matrix, mdL ×ℜ∈  is the actuator force distribution matrix, dP ℜ∈   

and  f  is the external input which is defined as  

⎩
⎨
⎧

=Ψ
≠

=
k

k
t
t

tf
τ
τ

,
,0

)(  

The force  represent an impulsive force during collision the results in a 

jump discontinuity in the velocity components of the states. By define 

, equation (1.9) can be written in the form:  

Ψ

TTT yyx ][ ′=

kttu
LM

tx
DMKM

tx τ≠
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
+

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

−−
=′

−−− ),(
0

)(
10

)( 111  

together with the impulsive conditions: 
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kkk t
PM

xx τττ =Ψ
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
+= −

+ ,
0

)()( 1  

′  is discontinuous.  yAt time kτ , the position y is continuous but the velocity 

The mathematical model given by equation (1.9) could be used in a number of 

applications such as to model a rigid bar hinged at one end which is subjected to 

an impact load at time kτ  at the other end, or a constrained manipulator. 

 

(ii) Growth of Capital, [Jean F. and et. al., 2002]: 

 Consider the mathematical model of the growth of capital which can 

described by the following ordinary differential equation: 

JttteLtKsFtK nt ′∈>=′ ,),),(()( 00  

together with the finite impulsive conditions: 

mkKJK kkk ,...2,1)),(()( ==Δ ττ  

and the initial condition:  

00 )( KtK =  

where K(t) is the capital,  is the exponentially growing labor force, 

 is the initial labor, 

0,0 >neL nt

,...,, 21 k0L 0>τττ  are the moments, the functions Jk 

characterize the magnitude of the impulse effect at the times kτ , )( −
kK τ  and 

  are respectively the capital level before and after the impulsive effect, s 

is constant and  K0   is the initial capital. 

)kτ(K +
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Introduction: 

The aim of this chapter is to discuss the existence of the solutions of the 

periodic boundary value problem of the first order non-linear ordinary 

differential equation with finite impulsive conditions. 

This chapter consists of  four sections.  

In section one, we give the explicit forms of the solutions for the periodic 

boundary value problem of the first order linear ordinary differential equations 

that contains only one impulsive condition. 

In section two, we generalize the previous section to be valid for the same 

types of the periodic boundary value problem but with more than one impulsive 

condition. 

In section three, we give an integral equation that is equivalent to the  

periodic boundary value problem of the first order nonlinear ordinary differential 

equation with finite impulsive conditions. 

In section four, we give some necessary conditions for the existence of the 

solutions for the periodic boundary value problem of the first order nonlinear 

ordinary differential equation with finite impulsive conditions. 

 

2.1 Solutions for the Periodic Boundary Value Problems of the First Order 

Linear Ordinary Differential Equations with  One Impulsive Condition: 

In this section, we give the explicit forms for the solutions of the periodic 

boundary value problems which consist of the first order linear ordinary 

differential equations together with one impulsive condition and periodic 

boundary condition. This section is a modification of the facts that appeared in 

[Jinhai C. and et. al., 2007]. To do this first consider the periodic boundary value 

problem which consists of the first order linear ordinary differential equations 

with constant coefficients: 
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JttftxAtx ′∈+=′ ),()()( ……….……………………………...………….(2.1.a) 

together with the impulsive condition: 

))(()( 111 τϕτ xx =Δ ……………..…………………………………………...(2.1.b) 

and the periodic boundary condition: 

)()0( Txx = ……………..…………………………………………………..(2.1.c) 

where  is a continuous functions on nTf ℜ→],0[: },{\],0[ 1τTJt =′∈  

 is a continuous function, nℜ→nℜ:1ϕ ),0(1 T∈τ  and A is  nonzero 

constant matrix. 

nn×

 The following theorem gives the explicit form of the solution of equations 

(2.1). 

 

Theorem (2.1): 

 (i) If  x(t) is a solution of equations (2.1) then 

∫+=
T

dssfstGxtGtx
0

111 )(),())((),()( τϕτ …………………………......……(2.2) 

where G  is the Green’s function that takes the form: 

⎪⎩

⎪
⎨
⎧

≤<≤

≤≤≤

−
=

−+

−

Tste

Ttse

e
stG

stTA

stA

TA 0,

0,

1
1),(

)(

)(
…………………………………...(2.3) 

 

(ii) If   x(t)  satisfies equation (2.2) then  x(t) is a solution of equations (2.1). 

 

 Proof: 

(i) Consider 

( ) )()()( txetxeAtxe
dt
d tAtAtA ′+−= −−−  
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Thus 

( )d tAtA ′−− ))()(()( txAtxetxe
dt

−=  

)(tfe tA−= ……………………………………………………...(2.4) 

By integrating the above equation from 1τ  to  t  with t ],( 1 Tτ∈  one can have:  

∫ −−+− +=
t

sAAtA dsesfexetx
1

1 )()()( 1
τ

ττ . 

Another integration for equation (2.4) from 0 to 1τ  will give:  

∫ −−− +=
1

1

0
1 )()0()(

τ
ττ dtetfxex tAA . 

Hence by adding the above two equations one can get: 

∫∫ −−−−−+− ++−+=
t

sAtAAAtA dsesfdtetfexexxetx
1

1
11 )()()()()0()(

0
11

τ

τ
ττ ττ  

      …………………………..(2.5) ∫ −− ++=
t

sAA dsesfexx
0

11 )())(()0( 1ττϕ

Therefore from the above equation and by using the periodic boundary condition 

given by equation (2.1.c) one can have:  

∫ −−− ++=
T

sAAAT dsesfexxeTx
0

11 )())(()0()( 1ττϕ  

        ATex −= )0(  

and this implies that  

∫ −
−−

−

−
+

−
=

T
sA

ATAT

A
dsesf

e
x

e
ex

0
11 )(

1
1))((

1
)0(

1
τϕ

τ
. 

By substituting the above equation in equation (2.5) one can get: 
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∫∫ −−−−
−−

−−
++

−
+

−
=

t
sAtA

T
tAsA

TA

tA

AT

tA
dsesfeexdsesf

e

ex
e

etx
00

)(
1111

)(
)())(()(

1
))((

1
)( 1

1 τ
τ

τϕτϕ

∫∫ −−
−−

−+−
+

−
+

−
=

t
sAtA

T
sA

AT

tA

AT

tTA
dsesfedsesf

e
ex

e
e

00
11

)(
)()(

1
))((

1

1
τϕ

τ
 

       ∫∫ −−
+−−

+
−

+
−

=
t

sAAt
T

sA
AT

tTA

AT

tA
dsesfedsesf

e
ex

e
e

00

)(

11

)(
)()(

1
))((

1

1
τϕ

τ
 

∫∫ −
+

−
−

−
+

−
+

−
=

T

t

sA
AT

tTAt
sA

AT

tA

AT

tA
dsesf

e
edsesf

e
ex

e
e )(

1
)(

1
))((

1

)(

0
11

)( 1
τϕ

τ

.)(),())((),(
0

111 ∫+=
T

dssfstGxtG τϕτ  

 

(ii) From equation (2.2) one can have:  

At
AT

tTAT

t

sA
AT

tTA

At
TA

tAt
sA

AT

At

AT

tA

etf
e

edsesf
e

eA

etf
e

edsesf
e

eAx
e

eAtx

−
+

−
+

−−
−

−
−

−

+
−

+
−

+
−

=′

∫

∫

)(
1

)(
1

)(
1

)(
1

))((
1

)(

)()(
0

11

)( 1
τϕ

τ

                              

)(
1

)(
1

1

)(
1

)(
1

))((
1

)(

0
11

)( 1

tf
e

etf
e

dsesf
e

edsesf
e

ex
e

eA

AT

AT

TA

T

t

sA
AT

tTAt
sA

AT

At

AT

tA

−
−

−

+
⎥
⎥
⎦

⎤

−
+

−
+

⎢
⎢
⎣

⎡

−
= ∫∫ −

+
−

−
τϕ

τ

 

)()( tftxA +=   

This implies that  x(t)  given by equation (2.2) satisfied equation (2.1.a). 

 Next, by taking the limit of  x  that given by equation (2.2) as +→ 1τt  one 

can get: 
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⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
+= ∫+→

+
T

t
dssfstGxtGx

0
1111 )(),())((),(lim)(

1

τϕττ
τ

 

 .)(),())((
1

1

0
111 ∫+−

=
T

AT dssfsGx
e

ττϕ  

Also, we take the limit of  x(t)  that given by equation (2.2) as t  to get: −→ 1τ

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
+= ∫−→

−
T

t
dssfstGxtGx

0
1111 )(),())((),(lim)(

1

τϕττ
τ

 

 ∫+−
=

T

AT

AT
dssfsGx

e
e

0
111 )(),())((

1
ττϕ . 

Hence 

))((
11

1)()( 1111 τϕττ x
e

e
e

xx AT

AT

AT ⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

−
−

−
=− −+  

and this implies that 

)).(()( 111 τϕτ xx =Δ   

Therefore  x(t)  given by equation (2.2) satisfied equation (2.1.b). 

Since 

)(

1
1),0( sTA

TA e
e

sG −

−
=  

 TssTG ≤≤= 0),,( . 

Thus  

∫+=
T

dssfsGxGx
0

111 )(),0())((),0()0( τϕτ  

         ∫+=
T

dssfsTGxTG
0

111 )(),())((),( τϕτ
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)()0(

Thus 

x x T . =

Therefore  x(t)  given by equation (2.2) satisfies equation (2.1.c).■ 

 

Second, consider the periodic boundary value problem which consists of 

the first order linear ordinary differential equation with nonconstant coefficients: 

JttftxtAtx ′∈+=′ ),()()()( …….…………………………………..……..(2.6.a) 

together with the impulsive condition: 

))(()( 111 τϕτ xx =Δ ……………………………………………………..…...(2.6.b) 

and the periodic boundary condition: 

)()0( Txx = ………………………………………………...……………….(2.6.c) 

where  is a continuous function on nTf ℜ→],0[: },{\],0[ 1τTJt =′∈  A is nn×  

nonzero function matrix,  is a continuous function and nn ℜ→ℜ:1ϕ ).,T0(∈1τ  

 

 The following theorem gives an explicit form for the solution of equations 

(2.6). 

 

Theorem (2.2): 

 (i) If  x(t)  is a solution of equations (2.6) then 

∫+=
T

dssfstGxtGtx
0

111 )(),())((),()( τϕτ …….………………………………(2.7) 

where  G  is the Green’s function that takes the form: 
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⎪
⎪

⎩

⎪
⎪

⎨

⎧

≤<≤

≤≤≤

−

=
∫∫∫

∫∫

∫ −+

−

Tste

Ttse

e

stG
stT

st

T
dssAdssAdssA

dyyAdssA

dssA

0,

0,

1

1),(

000

00

0
)()()(

)()(

)(
………………..(2.8) 

(ii) If   x(t)  satisfies equation (2.7) then  x(t)  is a solution of equations (2.6). 

 

Proof: 

(i) Consider  

)()()()( 000
)()()(

txtAetxetxe
dt
d
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tfe
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dssA∫−

=

By integrating the above equation from 1τ  to  t  with t ],( 1 Tτ∈  one can have: 
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Another integrating for equation (2.9) from 0 to 1τ  will give: 
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. 

Hence by adding the above two equations one can have: 
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Therefore from the above equation and by using the periodic boundary condition 

given by equations (2.6.c) one can have:  
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and this implies that  
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By substituting the above equation in equation (2.10) one can get:  
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and by using the definition of Green’s function given by equation (2.8), one can 

have: 
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 (ii) From equation (2.7) one can have: 
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Thus
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).()()()( tftxtAtx +=′  

This implies that  x(t)  given by equation (2.7) satisfied equation (2.6.a). 

Next, by taking the limit of  x(t)  that given by equation (2.7) as +→ 1τt  

one can get: 
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Also, we take the limit of   x(t)  that give by equation (2.7) as  to get: −→ 1τt
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))((

))((

11

1)()(

11

11
)(

)(

)(
11

0

0

0

τϕ

τϕττ

x

x

e

e

e

xx T

T

T
dssA

dssA

dssA

=

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡

−

−

−

=−
∫

∫

∫

−+

 

and this implies that  

)).(()( 111 τϕτ xx =Δ  

Therefore  x(t)  given by equation (2.7) satisfied equation (2.6.b). 

Since 
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Therefore  x(t)  given by equation (2.7) satisfied equation (2.6.c).■ 

   

 Next, to illustrate the previous theorems, we consider the following 

examples: 
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Example (2.1): 

 Consider the periodic boundary value problem which consists of the first 

order linear ordinary differential equation with constant coefficient: 
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and the periodic boundary condition: 
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then by using theorem (2.1), the solution of the above periodic boundary value 

problem can be written as: 
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Thus 
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Example (2.2): 

        Consider the periodic boundary value problem which consists of the first 

order linear ordinary differential equation with nonconstant coefficient: 

}1{\]2,0[,sin)()sin()( ∈+=′ tttxttx  

together with the impulsive condition: 

))1(cos()1( xx =Δ  

and the periodic boundary condition: 

)2()0( xx =  

Then  by using theorem (2.2) the solution of the above periodic boundary value 

problem can be written as: 
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Thus

][ .1))1(cos()( 1)cos(1)2cos(1)1cos(
)cos(1 )2cos(11)cos(

⎥
⎤

⎢
⎡ +−++−= −−−

− −− t
t

eeeexeetx
t

1
)2cos(1 ⎦⎣−

−
e

 

 

2.2 Solutions for the Periodic Boundary Value Problems of the First Order 

Linear Ordinary Differential Equations with Finite Impulsive Conditions: 

In this section, we give the explicit forms for the solutions of the periodic 

boundary value problems which consist of the first order linear ordinary 

differential equations together with finite impulsive conditions and periodic 

boundary condition. This section is a modification of the previous section . To do 

this first consider the periodic boundary value problem which consists of the first 

order linear ordinary differential equation with constant coefficients: 

JttftxAtx ′∈+=′ ),()()( ………….…………………………………….(2.11.a) 

together with the finite impulsive conditions: 

mkxx kkk ,...,2,1)),(()( ==Δ τϕτ ……..………………………………….(2.11.b) 

and the periodic boundary condition: 

)()0( Txx = ……………..………………………………………….……..(2.11.c) 

where  is a continuous function on nTf ℜ→],0[: },,,{\],0[ 21 mTJt τττ …=′∈  

 is a continuous function for each nn ℜ→k ℜ:ϕ ,,,2,1 mk …=  

mkT ,,2,1),,0 …=k (∈τ , mτττ <<< …21  and   A  is nn×  nonzero constant 

matrix. 

 The following theorem gives the explicit form of the solution of equations 

(2.11). 

 



Chapter two               Existence of the Solutions for the Periodic Boundary Value Problems of the Impulsive 
Ordinary  Differential Equations 

 

 32

Theorem (2.3): 

(i) If   x(t)   is a solution of equations (2.11) then 

∫∑ +=
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T
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k
dssfstGxtGtx

01
.)(),())((),()( τϕτ ……………..……..............…(2.12) 

where  G  is the Green’s function defined by equation (2.3). 

(ii) If   x(t)   satisfies equation (2.12) then  x(t)  is a solution of equations (2.11),  

 

Proof: 

(i) Consider 
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dt
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By integrating the above equation from  mτ  to   t   with ],( Tt mτ∈  one can have: 
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Also integration for equation (2.13) from 2−mτ  to 1−mτ  will give: 

∫
−

−

−− −−+
−

−−
− +=

1

2

21 )()()( 21

m

m

mm dsesfexex sAA
m

A
m

τ

τ

ττ ττ  

we continue in this manner to get: 
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1Another integration for equation (2.13) from 0 to τ  will give  
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Hence by adding the above equations one can get: 
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Therefore from the above equation and by using the periodic boundary condition 

given by equation (2.11.c) one can have:  
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By substituting the above equation in equation (2.14) one can get: 
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(ii) From equation (2.12) one can have: 
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This implies that  x(t)  given by equation (2.12) satisfied equation (2.11.a). 

 Next, by taking the limits of  x(t)  that given by equation (2.12) as +→ it τ  
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and this implies that  
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Therefore  x(t)  given by equation (2.12) satisfied equation (2.11.b). 
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Therefore  x(t)  given by equation (2.12) satisfied equation (2.11.c).■  
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JttftxtAtx ′∈+=′ ),()()()(

Second, consider the periodic boundary value problem which consists of 

the first order linear ordinary differential equation with nonconstant coefficients: 

…....…………………………………..…….(2.15.a) 

together  with the finite impulsive conditions: 

mkxx kkk ,,2,1)),(()( …==Δ τϕτ ……………………………………..…..(2.15.b)

an

 

d the periodic boundary condition: 

)()0( Txx = ………………………………………………...…………..…(2.15.c) 

 where nT ℜ→],0  is a continuous function on },,,,{\],0[ TJtf [: 21 mτττ …=′∈  

 is a continuous function forA is n× ction matrix, ,: nn
k ℜ→ℜϕ  

each m

n  nonzero fun

k ,,2, … , kTk 2,1),,0(1= m,,…=∈τ  and 1 .2 mτττ <<< …  

 

 The following theorem gives an explicit form of the solution of equations 

heorem (2.4):

(2.15). 
 

T  

olution of equations (2.15) then 

…………………….……(2.16) 

where  G  is the Green’s function defined by equation (2.8). 

of equations (2.15), 

roof:

(i) If   x(t)   is a s

∑ ∫
=

+=
k

kkk dssfstGxtGtx
1 0

)(),())((),()( τϕτ
m T

 (ii) If   x(t)  satisfies equations (2.16) then  x(t)  is a solution 
 

P  

ider  (i) Cons
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By integrating the above equation from mτ  to  t  with ],( Tt mτ∈ , from 1−mτ  to 

mτ , from 2−mτ  to ,,1 …−mτ  from 2τ  to 1τ  and from  0  to 1τ  and by adding the 

resulting equations one can have: 
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Therefore from the above equation and by using the periodic boundary condition 

given by equation (2.15.c) one can have: 
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By substituting the above equation in equation (2.17) one can get:  
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 (ii) From equation (2.16) one can have: 
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This implies that  x(t)  given by equation (2.16) satisfied equation (2.15.a). 

 Next, by taking the limits of  x(t)  that given by equation (2.16) as +→ it τ  
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Hence  

mixx iii ,,2,1)),(()( …==Δ τϕτ . 

Therefore  x(t)  given by equation (2.16) satisfied equation (2.15.b). 
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Therefore  x(t)  given by equation (2.16) satisfied equation (2.15.c).■ 

  

Next, to illustrate the previous theorems consider the following examples: 
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Example (2.3): 

Consider the periodic boundary value problem which consists of the first 

order linear ordinary differential equation with constant coefficient: 

⎭
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and the periodic boundary condition: 
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then by using theorem (2.3), the solution of the above periodic boundary value 

problem can be written as: 
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Example (2.4): 

 Consider the periodic boundary value problem which consists of the first 

order linear ordinary differential equation with nonconstant coefficient: 
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 Value Problems of the First Order 2.3 Solutions for the Periodic Boundary

Nonlinear Ordinary Differential Equations with Finite Impulsive 

Conditions: 

In this section, we transform the periodic boundary value problems which 

is a modification and a correction of the facts that appeared in 

[Jinha

consist of first order nonlinear ordinary differential equation together with finite 

impulsive conditions and periodic boundary condition into integral equations. 

This section 

i C. and et. al., 2007]. To do this, first, consider the periodic boundary 

value problem which consists of the first order nonlinear ordinary differential 

equations: 

Jtxtftx ′∈=′ ),,()(  ………..…………………………….……………….(2.18.a) 

together with the impulsive condition: 
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))(()( 111 τϕτ xx =Δ ………………………………………………………...(2.18.b) 

and the periodic boundary condition: 

)()0( Txx = …………

tinuous function on 

……………………………………………………..(2.18.c) 

where nnTf ℜ→ℜ×],0[:  is a con },{\],0[ 1τTJt =′∈  

nℜ→nℜ:ϕ ).,0(1 T∈ is a continuous function and τ  1

 

The following theorem

 

Theorem (2.5): 

 shows that any solution of equations (2.18) must 

satisfy an integral equation and conversely. 

 

 (i) If   

……………………...(2.19) 

x(t)  is a solution of equations (2.18). 
 

Proof:

x(t)  is a solution of equations (2.18) then  x(t)  satisfy the integral 

equation: 
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where   G  is the Green’s function defined by equation (2.3) in case A=I. 

(ii) If  x(t)  satisfies equations (2.19) then  

 

(i) Consider  

[ ] t[ ]

    

t etxtxtxe
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 [ ] tetxtxtf −−= )())(,( ……………….……………………….…(2.20) 

 the above equation from 

    

By integrating 1τ  to t with t ],( 1 Tτ∈  one can have: 

. 

1
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Another integration for equation (2.20) from  0  to τ  one can have: 
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.  

Hence by adding the above two equations one can get: 
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(ii) From equation (2.19) one can have: 
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This implies that  x(t)  given by equation (2.19) satisfied equation (2.18.a). 

 Next, by taking the limits of  x  that given by equation (2.19) as +→ 1τt  

and  one can get: −→ 1τt

[ ]
⎥
⎥
⎦⎢

⎢
⎣

−+= ∫+→t
dssxsxsfstGxtGx

0
1111 )())(,(),())((),(lim)(

1

τϕττ
τ

⎤⎡+
T

 [ ]
T

e
1 ττϕ   ∫ −+
−

= T dssxsxsfsGx
0

111 )())(,(),())((
1

and 

[ ]
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
−+= ∫−→

−
T

t
dssxsxsfstGxtGx

0
1111 )())(,(),())((),(lim)(

1

τϕττ
τ

 

[ ] .)())(,(),())((
1 0

111 ∫ −+
−

=
T

T

T
dssxsxsfsGx

e
e ττϕ  

Hence 

))((
1
1)( 111 τϕτ x

e
ex T

T

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

−

−
=Δ  

  )).(( 11 τϕ x=  

Therefore  x(t)  given by equation (2.19) satisfied equation (2.18.b). 
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Since  

TssT

e
e

sG sT
T

≤

= −

0),,(

1),0(
 

 =

.

G ≤=
−1

 Thus 

[ ]∫ −+=
T

dssxsxsfsGxGx
0

111 )())(,(),0())((),0()0( τϕτ  

[ ]∫ −+
T

dssxsxsfsTGxTG
0

111 )())(,(),())((),( τϕτ  

 = )(Tx  

Therefore  x(t)  given by equation (2.19) satisfied equation (2.18.c).■ 

 

Next, consider the periodic boundary value problem which consists of the 

er n nlinear ordinary differential equation: 

…(2.22.a) 

together with the finite impulsive conditions: 

first ord  o

Jtxtftx ′∈=′ ),,()(  …………………..……...………………..………
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and periodic boundary condition: 
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Theorem (2.6): 

 (i) If   x(t)   is a solution of equations (2.22) then 
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 G  is the Green's function defined by equation(2.3) in case  A=I. 

(ii) If  x(t)  satisfies equation (2.23) then  x(t)  

 

Proof: 
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m 0 1Another integration for equation (2.24) fro to τ  wil

s one can have:  
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This implies that  x(t)  given by equation (2.23) satisfied equation (2.22.a).  

Next, by taking the limits of  x(t)  that given by equation (2.23) as 
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Therefore  x(t)  given by equation (2.23) satisfied equation (2.22.c).■ 

 

Next, to illustrate the previous theorems, we consider the following 
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examples: 

 

 Consider the periodic boundary value problem which consists of the first 

order nonlinear ordinary differential equation with one impulsive condition: 

⎭⎩2⎬
⎫

⎨
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pulsive condition: together with the im
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order nonlinear ordinary differential equation with tow im
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2.4 Existence of the Solutio

the First Order Nonlinear Ordinary Differential Equations with Finite 

Impulsive Conditions:   

In this section, we present the existence theorem for the solutions of the 

nonlinear periodic boundary value problems which consist of first order 

nonlinear ordinary differential equation together with finite impulsive conditions 

and periodic boundary condition.  This section is a modification and a correction 

of the facts that appeared in [Jinhai C. and et. al., 2007]. To do this, consider the 

onlinear periodic boundary value problems given by equations (2.18). 

Rema

n

Before we give the existence theorem for the solutions of equations (2.18) 

we need the following remark and lemmas. 

 

rk (2.1), [Jinhai C. and et. al., 2007]: 

 Let nnTf ℜ→ℜ×],0[:  and nn ℜ→ℜ:1ϕ  be continuous functions. Let  

)],,0([)],,0([: nn TPCTPCT ℜ→ℜ  be the mapping defined by  
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where )},{\],0([,],0[:{)],,0([ 1
nnn TCxTxTPC ℜ∈ℜ→=ℜ τ , x is left 

continuous at ,1τ  the right hand limit )( 1
+τx  exists} with the norm 

)(sup
],0[

txx
Tt

PC
∈

= , and  G  is the Green’s function defined by equation (2.3). If 

 point, then this fi int is also a s

 

Lemma (2.1), [Jinhai C. and et. al., 2007]:

T  has a fixed xed po olution to equations (2.18). 

 

 Let  and be c

T  defined by equation (2.26) is a compact map. 

 

nnTf ℜ→ℜ×],0[: nn ℜ→ℜ:1ϕ  ontinuous functions. Then 

Lemma (2.2), (Schaefer), [Jinhai C. and et. al., 2007]: 

 normed space and XX Let   X  be a T →:  be a compact mapping. If the 

TuuXu

set 

S λ=∈= :{  for some ]}1,0[∈λ  

is bounded then  T  has at least one fixed point. 

 

, the following lem  used in the 

d in [Jinhai C. and et. al., 2007]  

ithout proof. Here we give its proof. 

Next  ma is proof of the existence for the 

solution of equation (2.24). This lemma appeare

w

 

Lemma (2.3): 

 If  x(t)  satisfies the following integral equation: 

………………….(2.27) 

x(t)  is a solution of the periodic boundary value problem which consists of 

the first order nonlinear ordinary differential equation: 
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[ ],)())(,()( txtxtftx −=)(tx −′ λ  ……………………………………...…..(2.28.a) 

together with the impulsive condition: 

))(()( 111 τϕλτ xx =Δ ………………………………………………………(2.28.b) 

nd the periodic boundary condition: a

)()0( Txx = ………………………………………………………………..(2.28.c) 

Proof:

 

 

 If  then 0)( =tx,0=λ . It is clear that this solution satisfy equations (2.28). 

So, assume that ].1,0(∈λ  By differentiating equation (2.27) with respect to x and 

by using the definition of the Green function  G  given by equation (2.3) one can 
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This implies that  x(t)  given by equation (2.27) satisfy equation (2.28.a). 

Next, to verify equation (2.28.b) one must take the limits of  x(t)  given by 

equation (2.27) as  and +→ 1τt −→ 1τt  to obtain: 
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and this implies that  x(t)  given by equation (2.27) satisfied equation (2.28.c).■ 

Now, we are ready to present the existence theorem for the solutions of 

 

equations (2.18). 



Chapter two               Existence of the Solutions for the Periodic Boundary Value Problems of the Impulsive 
Ordinary  Differential Equations 

 

 57

m Theore (2.7): 
nnTf ℜ→ℜ×],0[: Let  and  be continuous functions. If 

xist non-negative constants 
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wher .  is the usual Euclidean norm and .,.  will be the Euclidean inner 

2product, ..,. = . Then equations (2.18) have at least one solution. 

 

Proof: 
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Thus we see that the bound on all solutions of equation (2.18) is independent of  

λ . Therefore by using Schaefer’s lemma, T  given by equation (2.26) has at least 

one fixed point and hence equation (2.18) has at least one solution.■ 
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theorem to be valid for periodic 

by equations (2.22). But before that we need the 

following rem

Remark 

Second, we generalize the previous 

boundary value problem given 

ark and lemmas. 

(2.2), [Jinhai C. and et. al., 2007]:
 

 

nctions, apping defined 

by:  

where   is the Green’s function that is defined by equation (2.3) where A=I. If   

T  has a fixed point , then this fixed poi

t. al., 2007]:
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nt is also a solution to the equations 
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Lemma (2.4), [Jinhai C. and e  

 both be 

nctions. Then T defined by equation (2.29) is a com
 

owing lemma is used in the proof of the existence for 

ions of equation (2.22). This lemma is a generalization of lemma (2.3).  
 

Lemma (2.5):

 Let nnTf ℜ→ℜ×],0[:  and k :ϕ mknn ,,2,1, …=ℜ→ℜ

continuous fu pact map. 

Next, the foll

solut

 

 If  x(t)  is a solution of the following equation: 
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ry value problem which consists of 

n inear ordinary dif quation: 

then  x(t)  is a solution of the periodic bounda

first order no l ferential e

[ ])())(,()()( txtxtftxtx −=−′ λ  ……………………...…………………...(2.31.a) 

gether with the finite impulsive conditions: to

mkxx
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k
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1
…==Δ ∑
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τϕλτ …………………………………...(2.31.b) 

and the periodic boundary condition: 

)()0( Txx ………………………………………………………………..(2.31.c) =

 

Proof: 

 If  then  0)( =tx,0=λ . It is clear that this solution satisfy equations 

(2.31). So, assume that ].1,0(∈λ  

 By differentiating equation (2.30) with respect to x and by using the 

definition of the Green function G given by equation (2.3) one can get:  
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This implies that   x(t)  given by equation (2.30) satisfies equation (2.31.a). 
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 one must take the limits of  x  given by 

equation (2.30) as  and  

Next, to verify equation (2.31.b)
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).()0(

Then 

x x T= ■ 

x(t)  given by equation (2.30) satisfied equation (2.31.c). 

Now, we are ready to present the existence theorem of the solutions of 

Theorem (2.8):

and this implies that  

equations (2.22). 
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],1,0[),( ∈)( =tx λλ tTx  

are bounded, with the bound being independent of .λ  With this, let x(t) be a 
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e above inequality one can have: 

 

Thus, taking the supremum of th
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hus we see that the bound on all solution of equation (2.22) is independent of  T

λ . Therefore by using Schaefer’s lemma, T given by equation (2.29) has at least 

one fixed point and hence equation (2.22) has at least one solution. 
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Introduction: 

The aim of this chapter is to discuss the existence of the solutions of the 

boundary value problem of the first order non-linear impulsive ordinary 

differential equation with finite impulsive conditions. 

This chapter consists of  two sections.  

In section one, we give the explicit forms of the solutions for the boundary 

value problem of the first order linear ordinary differential equations that 

contains finite impulsive condition. 

In section two, we give an integral equation that is equivalent to the  

periodic boundary value problem of the first order nonlinear ordinary differential 

equation with finite impulsive conditions. 

 

3.1 Solutions for the Boundary Value Problems of the First Order Linear 

Ordinary Differential Equations with Finite Impulsive Conditions: 

Recall that Nieto J. and et al. in 2000 gave explicit forms of the solutions 

of the boundary value problems which consist of the first order linear ordinary 

differential equation together with the boundary condition. This section is a 

modification of the facts that appeared in [Nieto J. and et. al. 2000] and it gives 

explicit forms for the solutions of the boundary value problems which consist of 

the first order linear ordinary differential equations together with finite impulsive 

condition and boundary condition. To do this, consider the boundary value 

problem which consists of the first order linear ordinary differential equation 

with nonconstant coefficients:  

JttftxtAtx ′∈+=′ ),()()()( …....…………………………………..…..….(3.1.a) 

together  with the finite impulsive conditions: 

mkxx kkk ,,2,1)),(()( …==Δ τϕτ …………………………………..…..…..(3.1.b)

an

 

d the boundary condition: 
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λ+= )()0( Txx ………………………………………………...………..…(3.1.c) 

 where nℜ→  is a continuous function on },,,,{\],0[ TJtTf ],0[: 21 mτττ …=′∈  

,ℜ∈λ  nzero function matrix, kϕ
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A is nn×  no

function for each 

,: nn ℜ→ℜ  is a continuous 
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 The following theorem gives an explicit form for the solution of equations 
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where  G  is the Green’s function defined by equation (2.8). 
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roof:

(ii) If   x(t)  satisfies equation (3.2) then  x(t)  is a solution of 
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and this implies that  
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Therefore  x(t)  given by equation (3.2) satisfied equation (3.1.b). 
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Thus 
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and this implies that  x(t)  given by equation (3.2) satisfied equation (3.1.c).■ 

Next, the proof of the following corollary is easy thus we omitted it. 

orollary (3.1):

 

 

 

C  

e boundary value problem which consists of the first order 

linear 

……..….(3.3.a) 

together with the finite im

Consider th

ordinary differential equations with constant coefficients: 

JttftxAtx ′∈+=′ ),()()( ……….………………………………

pulsive conditions: 

mkxx kkk ,,2,1)),(()( …==Δ τϕτ ………...………………………………...(3.3.b) 

and the boundary condition: 

λ+= )()0( Txx ……………..……………………………………………..(3.3.c) 

where Tf ],0[: nℜ→  is a continuous functions on },,,,{\],0[ TJt 21 mτττ …=′∈  

,ℜ∈λ  mk ,,2,1, …=  is a continuous nℜ→n
k :ℜϕ function, ),0( Tk ∈τ  and A is 

(i) If  x(t)

nonzero nn×  constant matrix. 

 is a solution of equations (3.3) then 
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λτϕτ …………......……(3.4) 

where G  is the Green’s function given by equation (2.3). 

(ii) If   x(t)  satisfies equation (3.4) then  x(t)  is a solution of equations (3.3). 

 

 Next, to illustrate the previous theorem and its corollary, we consider the 

following examples: 

 

Example (3.1):  

 Consider the boundary value problem which consists of the first order 

linear ordinary differential equation with nonconstant coefficients: 

{ }3,2,1\]4,0[,)()( ∈+=′ ttttxtx   

together with three impulsive conditions: 

)1()1( xx =Δ  

)2()2( xx =Δ  

)3()3( xx =Δ  

and the boundary condition: 

5.0)4()0( += xx  

then by using theorem (3.1), the solution of the above boundary value problem 

can be written as:  
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Thus 
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Example(3.2): 

 Consider the boundary value problem which consists of the first order 

linear ordinary differential equation with constant coefficients: 

⎭
⎬
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⎩
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together with two impulsive conditions: 
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and the boundary condition: 

25.0)1()0( += xx  
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then by using corollary (3.1), the solution of the above boundary value problem 

can be written as:  
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3.2 Solutions for the Boundary Value Problems of the First Order Nonlinear 

Ordinary Differential Equations with Finite Impulsive Conditions: 

In this section, we transform the boundary value problems which consist 

of first order nonlinear ordinary differential equation together with finite 

impulsive conditions and boundary condition into integral equations.  

This section is a modification of the previous section. To do this, consider 

the boundary value problem which consists of the first order nonlinear ordinary 

differential equation: 

Jtxtftx ′∈=′ ),,()(  …………………..……...……………..…...…………(3.5.a) 

together with the finite impulsive conditions: 

mkxx kkk ,,2,1)),(()( …==Δ τϕτ ……………..…………………..…..……(3.5.b)

an

 

d boundary condition: 
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λ+= )()0( Txx ……..……………………………………………..………..(3.5.c) 

where nnT ℜ→ℜ×],  is a continuous function on f 0[:

},,,,{\] 21 mT,0[Jt τττ …  =′∈ ,ℜ∈λ  nn
k ℜ→ℜ:ϕ  is a continuous function for 

each ,,1 ,,2 mk …  Tk ),,0(= m,k …,2,1=∈τ  and  mτττ <<< …2 .  1
 

The following theorem shows that any solution of equations (3.5) must 

satisfy

Theorem (3.2):

 an integral equation and conversely. 
 

 

olution of equations (3.5) then  (i) If   x(t)   is a s
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where G is the Green's function defined by equation (2.3) in case A=I. 

3.5). 

Proof:

(ii) If  x(t)  satisfies equation (3.6) then  x(t)  is a solution of equations (
 

 

sider equation (2.25). Therefore from this equation and by using the 

  

              

mplies that  

(i) Con

boundary condition given by equation (3.5.c) one can have: 
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By substituting the above equation in equation (2.25) one can get:  
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 (ii) From equation (3.6) one can have: 
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This implies that  x(t)  given by equation (3.6) satisfies equation (3.5.a). 
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 Next, by taking the limits of  x(t)  that given by equation (3.6) as +→ it τ  
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Therefore  x(t)  given by equation (3.6) satisfied equation (3.5.b). 
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Therefore   
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and this implies that  x(t)  given by equation (3.6) satisfied equation (3.5.c).■  

 

Next, the proof of the following corollary is easy so we omitted it. 

 

Corollary (3.2): 

 Consider the boundary value problem which consists of the first order 

nonlinear ordinary differential equations: 

Jtxtftx ′∈=′ ),,()(  ………..…………………………….………………(3.7.a) 

together with the impulsive condition: 

))(()( 111 τϕτ xx =Δ ………………………………………………………...(3.7.b) 

and the boundary condition: 

λ+= )()0( Txx ..…………………………………………………………..(3.7.c) 
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(i) If   x(t)  is a solution of equations (3.7) then  x(t)  satisfy the integral equation: 
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where   G  is the Green’s function defined by equation (2.3) in case A=1. 

(ii) If   x(t)  satisfies equations (3.8) then  x(t)  is a solution of equations (3.7). 
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 Next, to illustrate the previous theorem and its corollary, we consider the 

following examples: 

 

Example (3.3): 

 Consider the boundary value problem which consists of the first order 

nonlinear ordinary differential equation: 

{ }2,1\]3,0[)),(cos()( ∈=′ ttxtx  

together with two impulsive conditions: 

)2(7)2(
)1(2)1(

xx
xx

=Δ
=Δ

 

together with the boundary condition: 

3.0)3()0( += xx  

then by using theorem (3.2), the solution of the above boundary value problem 

can be written as: 
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Example (3.4): 

 Consider the boundary value problem which consists of the first order 

nonlinear ordinary differential equation: 

}1{\]5,0[)),(sin()( ∈=′ ttxtx  

together with the impulsive condition: 

)1(8)1( xx =Δ  
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and the boundary value condition: 

 80

7.0)5()0( +=x x  

then by using corollary (3.2), the solution of the above boundary value problem 

written as: 

 

( ) ( )dstxtxe
e

edstxtxe
e

ex
e

etx
t

s
tt

s
tt

∫∫ −
−

+−
−

+
−

= −
+

−
− 5

5

)5(

0
55

)1(
)()(sin

1
)()(sin

1
)1(

1
8)( . 



Conclusions and Recommendations 
 

 From the present study, we can conclude the following: 

1. If …∓  and JJ∓ ,2,1,0),()( == −+ kxx kk ττ =′  in definition (1.6) then the 

n-th order impulsive ordinary differential equation reduces to the n-th 

order ordinary differential equation. 

2. The first order impulsive delay ordinary differential equations with 

single delay can be also extended to the n-th order impulsive delay 

ordinary differential equations with multiple delays       

3. Theorem (2.4) and theorem (2.6) can be obtained from theorem (3.1) 

and (3.2) by letting .0=λ   

4. Every periodic and nonperiodic boundary value problem which 

consist of the first order linear ordinary differential equation together 

with finite impulsive conditions has a unique solution.       

5. All the previous theorems can be easily modified for the anti-periodic 

boundary value problems of the first order non-linear finite impulsive 

ordinary differential equations. 

 

Also, for future work, we can recommened the introduction of the 

following open problems: 

1. Give method for solving the impulsive differential equations. 

2. Study the impulsive partial differential equations. 

3. Discuss the existence of the solutions of the impulsive ordinary 

differential equation with infinite impulsive conditions. 

4. Devote the impulsive integro-differential equations. 
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 المستخلص
 

لى ثلاثة محاور، و إلعمل يمكن تقسيمه الهدف الرئيسي لهذا ا
  :التي يمكن تلخيصها آما يلي

ة و دفعيّال، قمنا بإعطاء بعض تعاريف للمعادلات التفاضلية ولاًأ
مثلة التوضيحية و ضلية الدفعية التباطؤية مع بعض الأالمعادلات التفا

  .بعض التطبيقات الحياتية
  

 شكال الصريحة لحلول مسائل القيم الحدوديةلأا ثانياً، قمنا بإعطاء
ة تفاضلية دفعيّ معادلاتكون من التي تت )دورية أللاو  الدورية(

الثابتة و المتغيرة  معاملات ذات الخطية ذات الرتبة الأولى  اعتيادية
و أللا  الدوري( حدوديالشرط الدفعيّة  و الشروط مع عدد منتهي من ال

  .)دوري
  

و الغير دورية  الدورية قمنا بتحويل المسائل ذات القيم الحدوديةثالثاً، 
خطية ذات ّ لالاالاعتيادية ة التفاضلية الدفعيّ المعادلات التي تتضمن 

دوري  حدودية منتهية و شرط الرتبة الأولى مصحوبة بشروط دفعيّ
لهذه  لحلول اوجود ما قمنا بمناقشة آ. لى معادلات تكاملية مكافئةإ

  .من المسائل الأنواع
  



 جمھوریة العراق                                                                                      

 وزارة التعلیم العالي والبحث العلمي                                                            

 جامعة النھرین 

 كلیة العلوم

 قسم الریاضیات وتطبیقات الحاسوب

ظريات وجود الحلول لمسائل القيم الحدودية ن
 للمعادلات التفاضلية الاعتيادية الدفعية

 

 رسالة 

جامعة النهرين  ،كلية العلوم ،قسم الرياضيات وتطبيقات الحاسوبمقدمة الى   

  وهي جزء من متطلبات نيل درجة ماجستير علوم في الرياضيات

 

لبمن ق  

 نور شوقي كامل محمد

)٢٠٠٥ ،جامعة النهرين ،بكالوريوس علوم(  

 بإشراف

  حلام جمیل خلیلأ.د.م.أ

 
      تشرین الأول                                                                                      شوّال

                                                                                    ۲٠٠٨          ١٤٢٩ 
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