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Abstract

The main theme of this work can be divided into three categories,

which can be summarized as follows:

First, we give some definitions of impulsive differential equations
with or without delays with some illustrative examples and some real life

applications.

Second, we give the explicit forms of the solutions of the boundary
value problems (periodic and nonperiodic) which consist of the first order
linear ordinary differential equations with non-constant coefficients together
with finite impulsive conditions and boundary condition (periodic and

nonperiodic).

Third, we transform the boundary value problems (periodic and
nonperiodic) which consists of the first order nonlinear ordinary differential
equations together with finite impulsive conditions and boundary condition
(periodic and nonperiodic) into equivalent integral equations. Also the
existence of the solutions for the above periodic boundary value problems

are discussed.
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INTRODUCTION

The theory of impulsive differential equations is imerging as
Important area of investigation, since it is a lot richer than the corresponding
theory of differential equations without impulse effect. Moreover, such
equations appear to represent a natural framework for mathematical
modelings of several real world phenomena [Liu M. and et. al., 2007]. Such
as medicine (pulstile signaling in intercellular communication) [Goldbeter
A. and et. al., 1993], biology (pulse mass measles vaccination across age
cohorts) [Agur Z. and et. al., G. 1993], Physics (a ball that jumping on a flat
horizontal surface) [Randelovic B. and et. al., 2000] and mechanical
engineering (the verge and folit escapment mechanism consist of two rigid
bodies rotating on bearings) [Roup A., 2003]. However, the mathematical
theory of systems with impulsive conditions has developed rather slowly,
owing to the considerable difficulties of a theoretical and technical nature
related to the specific character of these systems [Liu M. and et. al., 2007].

For the impulsive ordinary differential equations, there are many
authors and researchers who studied these types of equations [Mil’man V.
and Myshkis A. in 1960] studied the stability of impulsive ordinary
differential equation, [Lakshmikantham and et al. in 1992] proved the
existence and uniquness of solution of the first order non-linear impulsive
ordinary differential equations by using the Banach fixed point theorem, [Liz
E., 1995] studied the existence of an upper and lower solutions of the first
order non-linear boundary value problems of impulsive ordinary differential

equations.
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[Berezansky L. and et. al., 1997] discussed the stability of the solution of the
first order linear impulsive delay ordinary differential equations, [Nieto J.
and et. al., 2000] studied the existence of an upper and lower solutions of the
first order nonlinear impulsive ordinary differential equations with
antiperiodic boundary conditions, [Benchohra M. and et. al.,, 2002]
investigated the existence of solutions for second order impulsive delay
ordinary differential equations in Banach spaces, [Dajun G. 2005] obtained
the existence of solutions for a boundary value problem of n-th order
nonlinear impulsive integro-differential equations, [John R. and et. al. 2006]
investigated the existence and unigueness of solution of first order boundary
value problems for impulsive delay ordinary differential equations,
[Abdelghani O. 2007] discussed local and global existence and uniqueness
of the solutions for first order impulsive delay ordinary differential
equations, [Wei D. and et. al. 2007] studied the existence of lower and upper
solutions of antiperiodic boundary value problems for first order nonlinear
delay ordinary differential equations, [Yu Tian et. al. 2008] studied the
existence of solutions for the second order impulsive ordinary differential
equations with periodic boundary conditions.

The main purpose of this work is to study the impulsive ordinary
differential equations.

This study includes the existence of the solution for the periodic and
nonperiodic boundary value problems which consist of the linear and
nonlinear first order differential equations together with the finite impulsive
conditions and periodic and nonperiodic boundary conditions.

This thesis consists of three chapters.

In chapter one, we give some definitions of impulsive ordinary

differential equations.
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In chapter two, we devote the existence of the solutions for the
periodic boundary value problem of first order non-linear finite impulsive
ordinary differential equations.

In chapter three, we give the existence of the solutions for the
boundary value problem of first order non-linear finite impulsive ordinary

differential equations.



Chapter one The Impulsive Ordinary Differential Equations

Introduction:

The aim of this chapter is to study the impulsive ordinary differential
equations (or ordinary differential equations with impulsive conditions) with
their real life applications.

This chapter consists of three sections.

In section one, we give the definitions of the finite and infinite impulsive
ordinary differential equations and their solutions with some illustrative
examples. Also, the initial value problems and the boundary value problems of
these types of equations are given.

In section two, we give the definitions of the finite and infinite impulsive
delay ordinary differential equations (or delay ordinary differential equations
with (infinite and finite) impulsive conditions) with some illustrative examples.

In section three, we give two real life applications for the impulsive
ordinary differential equations namely the mechanical systems and growth of

capital.

1.1 The Non-Linear Impulsive Ordinary Differential Equations:

In this section, we give the definition of the non-linear infinite impulsive
ordinary differential equation and its solution. Depending on this definition we
give the definition of the non-linear finite impulsive ordinary differential

equation and its solution. To illustrate these definitions, we give some examples.
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We start this section by the following definition.

Definition (1.1), [Lakshmikantham V. and et. al. 1989]:

The ordinary differential equation of the form:

X'(0) = F (X)), L€ e (1.1.9)
together with the infinite impulsive conditions:
AX(T ) =0k (X(TK )y K=0FLF2, e (1.1.b)

is called the first order non-linear infinite impulsive ordinary differential

equation (or the first order non-linear ordinary differential equation with infinite

impulsive conditions), where  Ax(z, ) =x(z ) — X(zy ),  X(zp )= lim x(t),
'[—)2'[(Ir

x(r) = lim x(t), @ :R"—>R" is a continuous function for each
to>rg

k=0,F1L%2,..., T <Tk41 for each k e\, T —> © when
K——>ow, 7k——>—-© when k——>-, JcR is any real interval,
J'=I\{r, k=0,7172,...}, f:IxR" —>R" isa continuous function on every

set (ry,7k,1) X R", k=0,71F2,... and x is the unknown function that must be

determined.

Next, from the above definition one can get the following definition.

Definition (1.2):

The ordinary differential equation of the form:

X'(0) = F (X)), L€ e (1.2.a)
together with the finite impulsive conditions:
AX(T ) =0 (X(71 ), K=L2, M (1.2.b)
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is called the first order non-linear finite impulsive ordinary differential equation

(or the first order non-linear ordinary differential equation with finite impulsive
conditions), where ¢, :R" ->R" is a continuous function for each

k=12,...,m, Jc R IS any real interval,
J'=I\{r, k=12,.,m}, f:JxR" > R" is a continuous function on every set

(t4, Tk 11) xR, k=12,...,m and x is the unknown function that must be

determined.

To illustrate these definitions, we consider the following examples:

Example (1.1):
Consider the ordinary differential equation:

X'(t) = 3x(t) + 8t%, te J’

together with the infinite impulsive conditions:

AX(z7 ) =sin(x(zy)), k =0,FL,F2,...

where J is the set of all rational numbers, 7, =k, k=0,¥1%2,.., and
J'=J\{k, k=0F172,..}. Moreover K=7 <k+1l=1,,4, vk e,

lim 7, = lim k=0 and lim 7, = lim k=-oo.
k—o0 k—o0 k——c0 k——o0

Example (1.2):
Consider the ordinary differential equation:
X'(t)=x()+t, ted’

together with the finite impulsive conditions:
AX(7 ) =tan(x(zy)), k=12,...,.50
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where J is the set of all rational numbers, 7, =k, k=12,..50 and

J'=J\{k, k=12...,50}.

Example (1.3):

Consider the system of the ordinary differential equations:

x(t) ) (-2 0.1)x(t) fey’
xht)) 101 0 \x(t)) !

together with the infinite impulsive conditions:
(Axl(fk)j: -1 [Xl(rk)J (—,
M) |5 —08 \xalm)) ¢

where J=%R and J'=J\{3(k+1)+05(2)*" k=0F152..}. Moreover

[B(k +1) + 0.5(2)* =7, <[3(k +1+1) +0.5(2)* =17, VkeN,

lim 7, = k|im [3(k +1) + 0.5(2)*1]= o0, and
—

k—>o0

lim 7, = lim [3(k +1) +0.5(2) 1] = —e0,
—>—00

k—>—o0

Example (1.4):

Consider the system of the ordinary differential equations:

x(t)) (1 2\( %¢(t) ey
x5(t)) 20 1)

together with the finite impulsive conditions:

AXl(Tk) B -1 2k Xl(Tk) =7
Mo(r)) \B5k2 —02 )\ xo(r)) K

where J =% and J'=J\{3(k +1) + 0.5(3)**, k =1,2,3}.
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Definition (1.3), [Lakshmikantham V. and et. al. 1989]:

The solution of the first order non-linear infinite (or finite) impulsive

ordinary differential equation (1.1) (or (1.2)) is a piecewise continuous function

x:J——R" with piecewise continuous first derivative which satisfies
equations (1.1) (or (1.2)).

Definition (1.4), [Lakshmikantham V. and et. al. 1989]:
The impulsive ordinary differential equation (1.1) (or (1.2)) together with

the initial condition x(a)=ca, a<R" is said to be initial value problem of the

first order non-linear infinite (or finite) impulsive ordinary differential equation.

In this case J ={x|x > a}.

Definition (1.5), [Lakshmikantham V. and et. al. 1989]:
The impulsive ordinary differential equation (1.1) (or (1.2)) together with

the boundary condition:
Mx(a) + Nx(b) =a,M,N e R, e R"
Is said to be the boundary value problem of the first order non-linear infinite (or

finite) impulsive ordinary differential equation. In this case J =[a,b].

Remark (1.1), [Lakshmikantham V. and et. al. 1989]:
The impulsive ordinary differential equation (1.1) (or (1.2)) together with

the periodic boundary condition:
x(a) = x(b)
is said to be the periodic boundary value of the first order non-linear infinite (or

finite) impulsive ordinary differential equation.
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Also if x(a)=-x(b) then equation (1.1) (or (1.2)) together with this

boundary condition is said to be the antiperiodic boundary value of the first order

non-linear infinite (or finite) impulsive ordinary differential equation.

Definition (1.6), [Lakshmikantham V. and et. al. 1989]:

The ordinary differential equation of the form:

XM () = £t X(), X' (©)yes X)), L€ e, (1.3.3)

together with the infinite impulsive conditions:
D () = o (7)) k =0FLF2,001, 1= 01N =L (1.3.b)

is called the n-th order non-linear infinite impulsive ordinary differential

equation (or the n-th order non-linear ordinary differential equation with infinite
impulsive conditions), where AxW (ry) = x (1) (r¢) - x(1) (),

xO @)= tim xO), xO@)= tim xO@), i=04..n-1, k=07F1F2..,

tor, t—7i
Ty <7kqyp foreach ke¥, rx——>o when K——>o0,7k—>—00 when
k———0, ¢ :R" —>R" is a differentiable function such that ¢\ exists for
each 1=01,...,.n-1, JcR IS any real interval,
J=I\{r,, k=0FL72,..}, F:IxR"xR"x..xR" >RKR" is a continuous

function on every set (ry,7y,q1)xR"x..xR" k=0,F1%2,... and x is the

unknown function that must be determined.
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Next, from the above definition one can get the following definition.

Definition (1.7):

The ordinary differential equation of the form:

XM () = £t X, X' (©)es XP D), L€ e, (1.4.a)

together with the finite impulsive conditions:
D (2) = o (x(71)) K =1,2,0m, 1= 0L, N =L, (1.4.b)

is called the n-th order non-linear finite impulsive ordinary differential equation

(or the n-th order non-linear ordinary differential equation with finite impulsive
conditions), where ¢, :R" - R" is a differentiable function such that ¢I£i)

exists for each i=0J1...,n-1,Jc®R is any real interval,
JV=I\{r, k=12,..m} f:IxR"xR"x..xR">R", is a continuous

function on every set (ry,7.q)xR"x..xR" k=12,...m and x is the

unknown function that must be determined.
To illustrate these definitions, we consider the following examples:

Example (1.5):

Consider the ordinary differential equation:
X"(t)=x'"(t) + x(t) +t, ted’
together with the infinite impulsive conditions:
AX(7y ) =2x(7y) +1, k=0,¥1%2,...
AX'(ry ) =2X'(zy), k=0,F¥L%2,...
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where J is the set of all integer numbers, 7, =2k +1, k=0,F%1%2,...,
J'=3\{2k +1, k=0,F7L,F2,...}. It is clear that 7, =2k +1<2k +1+1=17)q,

VkeX, limz,=lim2k+1=0 and lim 7, = lim 2k +1=—oo0.
k—o0 k—o0 k——0 k——o0

Example (1.6):
Consider the ordinary differential equation:
X"(t)=x"(t) + xX'(t) + x(t) +t, teJ’

together with the finite impulsive conditions:

AX(r ) =2x(7 ) +1 k=12,..100

AX'(r) =2X'(zy.), k=12,...100

AX"(7) =2X"(zy ), k=12,...100

where J is the set of all integer numbers, 7, =2k +1, k=1.2,..100,

3 =J\{2k +1, k =1,2,...100}.

Definition (1.8), [Lakshmikantham V. and et. al. 1989]:

The solution of the n-th order non-linear infinite (or finite) impulsive

ordinary differential equations (1.3) (or (1.4)) is a piecewise continuous function

x:J —>R"  with piecewise continuous n-th order derivatives which satisfy
equations (1.3) (or (1.4)).

Remark (1.2), [Lakshmikantham V. and et. al. 1989]:

If f(t,x,x'(t),... "D () in equations (1.3) (or (1.4)) takes the form:

f(t,X) = ag (t)X(t) + ag ()X () +---+a,_( (X" D)+ g(t)



Chapter one The Impulsive Ordinary Differential Equations

then equations (1.3) (or (1.4)) are called the n-th order linear infinite (or finite)
impulsive ordinary differential equations, where a;:J —R"™" is continuous
function for each i=0,,...,n-1. Also, if g(t)=0in the above equation then

equations (1.3) (or (1.4)) are said to be the n-th order homogeneous linear
infinite (or finite) impulsive ordinary differential equations, otherwise it is

nonhomogeneous.

1.2 The Non-Linear Impulsive Delay Ordinary Differential Equations:

It is known that the delay ordinary differential equations are generalization
of the ordinary differential equations [Driver R. 1977]. Thus, the impulsive delay
ordinary differential equation is a generalization of the impulsive ordinary
differential equation. The aim of this section is to give two definitions of the
finite and infinite impulsive delay ordinary differential equations with some

illustrative examples.

Definition (1.9), [Lakshmikantham V. and et. al. 1989]:

The delay ordinary differential equation of the form:

X'(1)= F(EXEA),X(E+ ), ted i (1.5.9)
together with the infinite impulsive conditions:

AX(T1 ) = @Ok (X(T1 )y K =0, F 2, e e (1.5.b)
and the initial condition:

X)) =Qt), te[1,0] oo (1.5.c)

is called the first order non-linear infinite impulsive delay ordinary differential

equation (or the first order non-linear delay ordinary differential equation with

infinite impulsive conditions), where ¢ :R" —R" is a continuous function for
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each k=0,¥1%2,..., 7 <7y, for each ke¥, 7y ——>o0 when k—— o,
T —>—0 when K——>—o0, J=[0,T]c R, 6 <[-r,0],
J'=3\{r,, k=0F1%2,...}, O<r<ow, f:0,T]xR"xD->R" is a
continuous function on every set (zy,7,.1)xR"xD, k=0FL72,..., where
D={y:[-r,0] > R":y is continuous everywhere except at finite number of

points t* at which (t") and o (" ) exist and ¢ (" )= (t)}, QeD

and x is the unknown function that must be determined.
Next, from the above definition one can get the following definition.
Definition (1.10):

The delay ordinary differential equation of the form:
X'() = F(6,X{A),X({E+0)), t€d i e (1.6.2)

together with the finite impulsive conditions:
AX(T ) =@ (X(T1 )y K=1,2, M (1.6.b)

and initial condition:
X(A)=Q(t), te[-r0] oo (1.6.¢)

is called the first order non-linear finite impulsive delay ordinary differential

equation (or the first order non-linear delay ordinary differential equation with
finite impulsive conditions), where ¢, :R" —R" is a continuous function for

each k=212,..m, J=[0,T]c®R is any real interval, &¢<[-r,0],
J'=3\{ry, k=12,...,m}, O<r<ow, f:0,T]IxR"xD->R" is a

continuous function on every set (ry,7y,1)xR"xD—>R" k=12,..m,

10
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D ={y :[-r,0] > R" :y is continuous everywhere except at finite number of
points t*  at which w(t") and ¢ (") exist and @ (t" )= )},
Qe D, xis unknown function that must be determined.

To illustrate these definitions, we consider the following examples:

Example (1.7):
Consider the delay ordinary differential equation:
X'(t) =3x(t) + x(t-1), ted’

together with the infinite impulsive conditions:

AX(7 ) =cos(X(zy)), k=0,¥1%2,...

and the initial condition:

x(t) =sin(t), te[-10]

where J is the set of all rational numbers, 7, =k, k=0FLF2,..
J'=J\{k, k=0FL72,..}. It is clear that k=7, <k+1=7,1, VkeX,
limz, = limk=ow, and lim 7, = lim k=-oo,

k—o0 k—o0 k——o0 k——o0

Example (1.8):
Consider the delay ordinary differential equation:

, X(t 1 ,
X (t):%+ x(t—E), tel
together with the finite impulsive conditions:
AX(ry ) =2(X(z¢ )+ 7, k=12,..15

and the initial condition:

x(t) =8t3, te[-10]

11
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where J is the set of all integer numbers, 7, =2k, k=12,..15 and

J'=J\{2k, k=12,..15}.

Definition (1.11), [[Lakshmikantham V. and et. al. 1989]:

The solution of the first order non-linear infinite (or finite) impulsive delay

ordinary differential equations (1.5) (or (1.6)) is a piecewise continuous function

x:J - R" with piecewise continuous first derivative which satisfy equations
(1.5) (or (1.6).

Definition (1.12), [Lakshmikantham V. and et. al. 1989]:

The delay ordinary differential equation:

XM = £ (t, x(0), X'(),... X"V ), xt + 0), Xt + 0),...x"D(t+ ), ted’

together with the infinite impulsive conditions:
MV () = o (X(7)), k=0,51F2,, 1=012,.n—Looiiiiiririne, (1.7.b)

and the initial condition:
X(A)=Qt), te]-r0] (1.7.c)

is called the n-th order non-linear infinite impulsive delay ordinary differential

equation (or the n-th order non-linear delay ordinary differential equation with
infinite  impulsive  conditions),  where Ax(i)(rk): x(i)(r[{) - x(i)(rk_),

xO ()= lim xO@), xO()= lim xO@), i=01..,n-1, k=0F1F2..,

t—>rl"(Ir t—>7y
o - R" >R" is a differentiable function where (DS) exists for each

1=01..,n-1 7 <7, for each ke¥X, 7xk——>o0 when k——>oo,

Tk—>—0 when k——>—0, JcR is any real interval, &<[-r,0],

12
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J=I\{r,,k=0,7L72..} and f:IxR"xR"x..xR"xDx..xD->R"is
a continuous function on every set

(T4, Tka ) X R xR"x..xDxDx...xD>R", k=0,F172,...

D={y:[-r,0] > R":y is continuous everywhere except at finite number of

points t* at which w(t") and ¢ (" ) existand ¢ (" )=, ()}, QeD and

x is the unknown function that must be determined.
Next, from the above definition one can get the following definition.

Definition (1.13):

The delay ordinary differential equation:

x( = £ (t, x(0), X'0),.... X"V (0), x(t + 6), X't + 6),.... x"D(t +9)), t e I’

.................................... (1.8.a)
together with the finite impulsive conditions:
D (7)) = 0 (X(71)) k =1.2,0M, 1= 012, =1 (1.8.b)
and the initial condition:
XA)=Q(), te[-1,0] e (1.8.c)

is called the n-th order non-linear finite impulsive delay ordinary differential

equation (or the n-th order non-linear delay ordinary differential equation
with finite impulsive condition), where AX® (7)) =x® () = xV (1),

W)= lim xV),  xO@)=lim xO@), i=01..n-1k=12,..,m,

t—)r; t->7

o - R" >R" is a differentiable function where golgi) exists for each

1=01...,n-1, JcR isanyreal interval,  €[-r,0], J'=J \{r., k=12,....,m},

13



Chapter one The Impulsive Ordinary Differential Equations

frIxR"xR"x..xR"xDxDx...xD—>R" is a continuous function on
every set (7, Tyoq) xR xR"x..xDxDx..xD->R"  k=12,...m,
D={y:[-r,0] > R":y is continuous everywhere except at finite number of

points t* at which w(t") and ¢ (" ) exist and ¢ (t* )= )}, QeD

and x is the unknown function that must be determined.

Remark (1.3), [Lakshmikantham V. and et. al. 1989]:
If

XM = £ (t,x(£),X'(t),....x"Dt), x(t + ), X't +6),...x"V(t+6), ted” in
equations (1.7) (or (1.8)) takes the form:

f(t,X) =ay @)Xt +0)+a,t)xD(t+0)+...+a, ;(Ox"Vt+0)+g(t)

then equations (1.7) (or (1.8)) are called the n-th order linear infinite (or finite)
impulsive delay ordinary differential equations, where a;:J —>R™" s
continuous functions for each 1=012,...,n-1. Also, if g(t)=0in the above

equation then equations (1.7) (or (1.8)) are said to be homogeneous n-th order
linear infinite (or finite) impulsive delay ordinary differential equation, otherwise
it is nonhomogeneous.

To illustrate these definitions, we consider the following examples:

Example (1.9):

Consider the delay ordinary differential equation:

$(t) = X' (t-1)

+3x(t-2), ted’

14



Chapter one The Impulsive Ordinary Differential Equations

together with the infinite impulsive conditions:
AX(7y ) =2x(zy) +1, k=0,¥1%2,...
AX'(ry) =2X'(zy), k=0,FL%2,...

and the initial condition:
X(t) :é, te[-2.0],

where J is the set of all integer numbers, 7, =2k +1, k=0,F1%2,...,
J'=3\{2k +1, k=0,F7L,F2,...}, It is clear that 2k +1=7, <2k +1+1=17 4,

VkeXN, limz = 1lim2k+1=0w and lim 7, = lim 2k +1=—oo0.
k—o0 k—o0 k——o0 k——o0

Example (1.10):

Consider the delay ordinary differential equation:

X(t—0.5)
2

X'(t) = , teld’

together with the finite impulsive conditions:

AX(7y ) =2x(7 ) +1, k=123

and the initial condition:

x(t) =3t, te[-1,0],

where J is the set of all rational numbers, 7, =k, k=123 and

3'=3\{k, k=123}.

Definition (1.14), [Lakshmikantham V. and et. al. 1989]:

The solution of n-th order nonlinear infinite (or finite) impulsive delay

ordinary differential equations (1.7) (or (1.8)) is the function x:J —R" with

piecewise continuous n-th order derivatives which are satisfy equations (1.7) (or

(1.8)).

15



Chapter one The Impulsive Ordinary Differential Equations

1.3 Some Real Life Applications of Impulsive Ordinary Differential

Equations:
The impulsive differential equations occur in many real life applications

say in physics, population dynamics, ecology, biological systems, biotechnology,
industrial robotic, pharmacokinetics, optimal control, etc, [Nieto J., 1997]. In this

section we give some of these real life applications.

(i) The Mechanical Systems, [Joelianto E., 2001]:

Consider a model of a multi-input/multi-output mechanical systems

subject to collision or shock effects accoording to:
MY +DY +Ky=LUu+Pf . (1.9

Here yeERd is the system coordinate vector, ueRP is the force vector,

M e RI*Y s the generalized positive definite inertia matrix, D e R4 s the
generalized structural damping matrix, K e R s the generalized stiffness

damping matrix, Le k9™ is the actuator force distribution matrix, P e%R¢

and f is the external input which is defined as

0, tiTk
f(t)=
lP, t:Tk

The force W represent an impulsive force during collision the results in a

jump discontinuity in the velocity components of the states. By define

x:[yT y’T ]T , equation (1.9) can be written in the form:

’ 0 1 0
X'(t) = VD M- X(t) + ML u(t), t=ry

together with the impulsive conditions:

16



Chapter one The Impulsive Ordinary Differential Equations

0
X(rl) = X(7y ) + {M 1P:l\P, t=1y

At time 7, the position y is continuous but the velocity y’ is discontinuous.

The mathematical model given by equation (1.9) could be used in a number of
applications such as to model a rigid bar hinged at one end which is subjected to

an impact load at time 7, at the other end, or a constrained manipulator.

(11) Growth of Capital, [Jean F. and et. al., 2002]:

Consider the mathematical model of the growth of capital which can

described by the following ordinary differential equation:
K'(t) =sF(K(t),Lge™), t>ty, te J’

together with the finite impulsive conditions:
AK(z,) =3, (K(z,)), k =12,..m

and the initial condition:
K(ty) = Kp

where K(t) is the capital, Loe”t, n>0 is the exponentially growing labor force,

Lo is the initial labor, 7;,7,,..,7 >0 are the moments, the functions Ji
characterize the magnitude of the impulse effect at the times 7, K(z ) and

K(zy) are respectively the capital level before and after the impulsive effect, s

Is constant and K, is the initial capital.

17



Chapter two Existence of the Solutions for the Periodic Boundary Value Problems of the Impulsive
Ordinary Differential Equations

Introduction:

The aim of this chapter is to discuss the existence of the solutions of the
periodic boundary value problem of the first order non-linear ordinary
differential equation with finite impulsive conditions.

This chapter consists of four sections.

In section one, we give the explicit forms of the solutions for the periodic
boundary value problem of the first order linear ordinary differential equations
that contains only one impulsive condition.

In section two, we generalize the previous section to be valid for the same
types of the periodic boundary value problem but with more than one impulsive
condition.

In section three, we give an integral equation that is equivalent to the
periodic boundary value problem of the first order nonlinear ordinary differential
equation with finite impulsive conditions.

In section four, we give some necessary conditions for the existence of the
solutions for the periodic boundary value problem of the first order nonlinear

ordinary differential equation with finite impulsive conditions.

2.1 Solutions for the Periodic Boundary Value Problems of the First Order

Linear Ordinary Differential Equations with One Impulsive Condition:

In this section, we give the explicit forms for the solutions of the periodic
boundary value problems which consist of the first order linear ordinary
differential equations together with one impulsive condition and periodic
boundary condition. This section is a modification of the facts that appeared in
[Jinhai C. and et. al., 2007]. To do this first consider the periodic boundary value
problem which consists of the first order linear ordinary differential equations

with constant coefficients:

18
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X' =AXM) + F(1), ted (2.1.a)
together with the impulsive condition:

AX(T1) Z L (X(T])) e et e, (2.1.b)
and the periodic boundary condition:

X(0) = X ) ettt e e e (2.1.0)

where f:[0,T]>®R" is a continuous functions on teJ'=[0,T]\{r},

¢ R" >NR" is a continuous function, 7; €(0,T) and A is nxn nonzero

constant matrix.

The following theorem gives the explicit form of the solution of equations

@2.1).

Theorem (2.1):

(1) If x(t) is a solution of equations (2.1) then

.
X(1) =G(t,7) @y (X(7))) + [G(L,S) F(S)US ..o (2.2)
0

where G is the Green’s function that takes the form:

G(t,s):1 AT

1 [eA®  o<s<t<T
—e

eATH=S) g<tcs<T

(i1) If x(t) satisfies equation (2.2) then X(t) is a solution of equations (2.1).

Proof:

(1) Consider

e Axv)=—Ae A + e x
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Thus
%(e_mx(t)): e ALX(t) — AX(t))

By integrating the above equation from 7| to t with t € (7y,T] one can have:

t
x(H)e At =x(r;H)e AT + j f(s)e "%ds.

71

Another integration for equation (2.4) from 0 to 7; will give:
7]

X(zy )e AT =x(0)+ [ f(tye At
0

Hence by adding the above two equations one can get:

71 t
x(t)e™ A =x(0) + x(r e AT = x(r)e AT+ [f(tye Adt+ [ f(s)e Aods
0 71

t
=X(0) + @y (x(zy))e AT+ [ F(s)e™ s .. (2.5)
0

Therefore from the above equation and by using the periodic boundary condition

given by equation (2.1.c) one can have:

.
X(Te AT =x(0)+ ¢ (x(r))e A7 + [ f(s)e"°ds
0

=x(0)e~AT

and this implies that
e—Arl 1 T As
X(0) = —7—o1 (X(7))) + TJ f(s)e " ds.

By substituting the above equation in equation (2.5) one can get:
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~A(r] -t) oAt
X(t) =—7—— @1 (X(z)) +
AT | o AT

T t

J. f(s)e_ASds+¢1(x(r1))e_A(T1 - +eAtJ f(s)e”ASds
-1 0 0

e AT+71-1) At

T t
B e —As At —As
_Wgol(x(rl)ﬂmj'f(s)e ds +e !)'f(s)e ds

oA 1) AT+ T N A "

= (X)) + If(s)e ds+e J'f(s)e ds
I-e 1-e .

Att-7) At AT+ T

[ f(s)e7"%ds

t

e e As e
=——7a(x( ))+ f(s)e" " ds+
—eAT T I I

=G(t, 7)) @ (X(1))) + j G(t,s) f (s)ds.
0

(11) From equation (2.2) one can have:

Alt=7) oAt As oAl At
X()= A o (x(z) + A—— [ f(s)e " Ads + f(e A+
| eAT 1 1 1— I | — eAT
AT+ T AT +t)
Ae—ATj'f(s)e‘Asds— ¢ — (e ™
1-e™ 1-eAT
A(t-11) At t AT+ T

€ € — €
=A ﬁQI(X(TI)) +1—ATI f (S)e ASdS + .

jf(s)e ASds | +

1 AT
AT f(t)_l_eAT @

1—e
= AX(t) + f (1)

This implies that X(t) given by equation (2.2) satisfied equation (2.1.a).
Next, by taking the limit of X that given by equation (2.2) as t — z;” one

can get:
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.
X(r )= lim [G(t,rl)(pl(x(rl )+ [G(t.9)f (s)ds]

t—)T1+ 0
1 T
= T AT AED) { G(z1,9) f (s)ds.

Also, we take the limit of X(t) that given by equation (2.2) as t — 7| to get:

.
Xx(r7 )= lim [G(t,q)gol(x(rl )+ [Git,s)f (s)ds]
0

to>r
eAT T
=A@+ [G(z1.9) f(s)ds.
Hence
AT
x(rf)—xm):L_;AT -~ }m(x(n»

and this implies that
AX(7y) = @ (X(7)).
Therefore x(t) given by equation (2.2) satisfied equation (2.1.b).

Since

1 A(T —5)
G(0,8)=——¢
|— AT

=G(T,s),0<s<T.
Thus

.
X(0) = G(0,7)); (X(z1)) + [ G(0,5) f (s)ds
0

i
=G(T, 7))@ (X(71)) + [G(T,5) f (s)ds
0
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Thus
X(0)=x(T).

Therefore x(t) given by equation (2.2) satisfies equation (2.1.c).m

Second, consider the periodic boundary value problem which consists of

the first order linear ordinary differential equation with nonconstant coefficients:

X' =AM)XE) + (1), ted (2.6.a)
together with the impulsive condition:

AX(T1) = L X(TY)) e et e (2.6.b)
and the periodic boundary condition:

X(0) = K0T ) ettt (2.6.c)

where f :[0,T]— R" is a continuous function on te J'=[0,T]\{r;}, Ais nxn

nonzero function matrix, ¢y : R" — R" is a continuous function and z; € (0,T).

The following theorem gives an explicit form for the solution of equations

(2.6).

Theorem (2.2):
(1) If x(t) is a solution of equations (2.6) then

.
X(t) =G (t 7))@y (X(r1)) + [G(t.8) F(S)AS .ovive (2.7)
0

where G is the Green’s function that takes the form:
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t S
[ A(s)ds—[ A(y)dy
1 el 0 ) 0<s<t<T
G(t,s)=—F—1 . t T (2.8)
[A(s)ds | [A(s)ds+[A(s)ds—[ A(s)ds
1-e? e0 0 0 ,0<t<s<T

(i1) If x(t) satisfies equation (2.7) then X(t) is a solution of equations (2.6).

Proof:
(1) Consider

t t t

—[ A(s)ds —[ A(s)ds —[ A(s)ds
ql - I I

Slev xml=e®  xw-e 0 ADXO

t
—[A(s)ds

—e 0 [X()-AbXD)]

t
—[A(s)ds

=g 0 F ) e (2.9)

By integrating the above equation from 7; to t with t € (z,T] one can have:

t 7] s
—[A(s)ds - [A(s)ds t —[A(y)dy
x(t)e © =x(z7)e O + e o f(s)ds.
“
Another integrating for equation (2.9) from 0 to z; will give:

7] t
- [A(s)ds 71 —[A(s)ds

x(z7)e © =x(0)+ [e © f (t)dt .
0

Hence by adding the above two equations one can have:
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t 7] t s
—[A(s)ds - [A(s)ds 71 —[A(s)ds t —[A(y)dy
x(t)e © = X(0) + [x(z{") — x(zy )]e 0 + je 0 f(t)dt + j e 0 f(s)ds
0 71

Sfases ¢ -TAdy
= x(0) + @y (X(z1))e © +fe f(S)AS .ererrrnnnn(2.10)
0

Therefore from the above equation and by using the periodic boundary condition

given by equations (2.6.c) one can have:

T 7] S
—[A(s)ds - [A(s)ds T —[A(y)dy
x(T)e O = x(0) + @y (X(z1))e © +[e 0 f (s)ds
0
.
—[A(s)ds
= x(0)e O
and this implies that
1 S
1 ~ JA(s)ds 1 T —[A(y)dy
X(0) =— e 0 o1 (X(1))) + — fe o f(s)ds.
—[A(s)ds —[A(s)ds 0
e 0 —1 e 0 -1

By substituting the above equation in equation (2.10) one can get:
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t
1 —le(s)ds+}A(s)ds e(I)A(S)dS T —TA(y)dy
X(t) =— e O O () +— fe o f(s)ds
— [ A(s)ds —[A(s)ds 0
e 0 -1 e 0 -1
71 t t S
— [A(s)ds+[ A(s)ds [A(s)dst —[A(y)dy
+ o (X(z))e O 0 +e0 fe o f(s)ds
0
t . .
e(j)A(s)ds — [A(s)ds t —[A(y)dy
=— e 0 o1 (X(z1) + [e f(s)ds +
[ A(s)ds 0
1—e?

T S
[A(s)ds T —]A(y)dy
g0 fe o f (s)ds
t

and by using the definition of Green’s function given by equation (2.8), one can

have:
T
X(t)=G(t,7))p (X(17)) + IG(t,s) f(s)ds.
0

(i1) From equation (2.7) one can have:

) - jl A(s)ds+}A(s)ds }A(s)dst —?A(y)dy
X'(t) = ——=—— Abe © 0 o1 (X(z1)) + f (1) + A(t)e0 Ie 0 f(s)ds +
[A(s)ds 0
1-¢0
T t S
[A(s)ds T JA()dy —]A(y)dy
e At) j e0 e 0 f(s)ds — f(t)

t
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Chapter two
Ordinary Differential Equations
Thus
7] t S
At) jA(s)ds+jA(s)ds [A(s)dst —[A(y)dy
X(t)=——>"—|e © 0 @, (X()) + ° fe o f (s)ds +
[ A(s)ds 0
1-ef
T
T t S [ A(s)ds
[A(s)dsT [A(s)ds —[A(y)dy 1— @0
g0 [e? e o f(s)ds [+ ————f(t)
t jA(s)ds
1-e9

X'(t) = A(t)x(t) + f(1).
This implies that X(t) given by equation (2.7) satisfied equation (2.6.a).

Next, by taking the limit of X(t) that given by equation (2.7) as t — ;"

one can get:

x(zi )= lim [G(t )@ (X(z))) + j G(t,s)f (s)ds]

t—)rl

L ] J6.9 o
jA(s)ds
1-e0

Also, we take the limit of x(t) that give by equation (2.7) as t > 7; to get:

X(7y )= lim [G(t 7))@ (X(77)) + JG(t s)f (S)dS]

to>7r)

T
[ A(s)ds

eO
=—————p(X(m) + J G(z1,5) f (s)ds.
jA(s)ds
1-e0

Hence
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T
[ A(s)ds
+ _ 1 e
X(z1 ) —X(z ) = T B— P1(X(71))
[ A(s)ds [ A(s)ds
| 1-¢0 1-¢e0 |

=@ (X(71))
and this implies that
AX(71) = @1 (X(71)).

Therefore Xx(t) given by equation (2.7) satisfied equation (2.6.b).

Since
T S
[ A(s)ds—[ A(s)ds

G(0,5) = - e 0

[A(s)dsT
1-g0
=G(T,s),0<s<T.
Thus

.
X(0) = G(0, )y (X(z1)) + [ G(0,5) f (5)ds
0

;
=G(T, )@ (X(1)) + [ G(T,5) f (s)ds
0

=x(T).

Therefore Xx(t) given by equation (2.7) satisfied equation (2.6.c).m

Next, to illustrate the previous theorems, we consider the following

examples:
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Example (2.1):

Consider the periodic boundary value problem which consists of the first

order linear ordinary differential equation with constant coefficient:

wa)zzxay+ﬁzxe[au\{%}

together with the impulsive condition:

oo){)

and the periodic boundary condition:

x(0) =x(1)

then by using theorem (2.1), the solution of the above periodic boundary value

problem can be written as:

1
e2(t—5)
1

X(t) =
(®) _e2 2 l_ez 2

2t t 2(1+1) 1
x(1j+ € j3sze‘25ds+e j332e‘2sds
0 1-e” }

t
o 2t-1) (1) 302t [_ 2725 o285 @28
—e2 \2) 1-e2| 2 2 4

2 2 4

1
324D [ 20-25  o=25 428
1—e?

o (2t-D) (1) 302t [_2e2t te2t o2t
= x| — |+ - - +— |+
1— 92 2 1— e2 2 2 4 4
3200 [ g2 g2 gm2 (2572t g2t
L —— + +
1—e2 2 2 4 2 2 4
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Thus
et=D 3t? 3t 3 3¢t 3e2t
X(t) = 2 X5 )~ N N SN N N
1-e* \2) 2(1-e*) 2(1-e*) 4(1-¢*) 4(1-e*) 2(1-¢%)
3e2t 3e2t 3t2e? 3te? 3e?
2y N N N 2
2(0—e?) 4(1-e?) 2(1-e*) 2(1-e*) 4(1-e?)
et (1)_ 3 3t 3 3t at’e’  ste® 3¢’
1—e2 \2) 20-e?) 20-¢%) 4(1-e?) (1-e?) 201-€2) 20-e?) 4(1-e?)
Example (2.2):

Consider the periodic boundary value problem which consists of the first
order linear ordinary differential equation with nonconstant coefficient:
X'(t) =sin(t) x(t) + sint, t €[0,2]\ {1}
together with the impulsive condition:
AX(1) = cos(X(1))
and the periodic boundary condition:
x(0)=x(2)
Then by using theorem (2.2) the solution of the above periodic boundary value

problem can be written as:

t q [ s 2 s ]
e(I)sm(S) S _[sin(s)ds ¢ —(j)sin(y)dy (j)sin(s)ds ’ —(j)sin(y)dy
X(t)=——5——]e 0 cos(x(1)) + j e sin(s)ds +e j e sin(s)ds

[sin(s)ds 0 t
0
1—e : -

1—cos(t) ot ~ 2
__¢© cos(1)-1 cos(s)-1 1-cos(2) cos(s)-1
B 1 1—cos(2) [e COS(X(I))_ |:e . +€ —e t
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Thus

el—cos(t)

1)1 cos(t-1-cos) " _1]
“ zllm[eCOS( ™ cos(x(1)-e +1+e —ge0os@)1 | geosO-T |

—€

2.2 Solutions for the Periodic Boundary Value Problems of the First Order

Linear Ordinary Differential Equations with Finite Impulsive Conditions:

In this section, we give the explicit forms for the solutions of the periodic
boundary value problems which consist of the first order linear ordinary
differential equations together with finite impulsive conditions and periodic
boundary condition. This section is a modification of the previous section . To do
this first consider the periodic boundary value problem which consists of the first
order linear ordinary differential equation with constant coefficients:

X'(0) = AXE) + F L€ T et (2.11.2)

together with the finite impulsive conditions:

AX(T1 ) =@ (X(T) ) K =12 M (2.11.b)
and the periodic boundary condition:
X(0) = K0T ) et e (2.11.¢)

where f:[0,T]—R" is a continuous function on te J'=[0,T]\{r},79,...,7m}

Pk ‘R" >R is a continuous function for each k=12,....m,
7, €(0,T),k=12,....m, 7y <7, <...<7, and A is Nnxn nonzero constant

matrix.
The following theorem gives the explicit form of the solution of equations

@2.11).
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Theorem (2.3):
(1) If x(t) 1is a solution of equations (2.11) then

m T
X(t) = -G (L)@ (X(71)) + [G(.S) F(S)dS. .o (2.12)
k=1 0

where G is the Green’s function defined by equation (2.3).
(i) If x(t) satisfies equation (2.12) then X(t) is a solution of equations (2.11),

Proof:
(1) Consider

%(e‘Atx(t))= e M (X (1) - Ax(V))

By integrating the above equation from 7, to t with te(z,,T] one can have:

t
x(He At =x(zh)e ATm 4 J'e_ASf(s)ds.

Tm
Another integration for equation (2.13) from 7,,_; to 7, will give:

“m
X(rp)e AT = x(zh e ATm-l 4 jf(s)e_ASds.

Tm-1

Also integration for equation (2.13) from 7,,_, to 7,,_; will give:

Tm—
X(zr_)e ATl = x(zt 5 )e ATm-2 4 mjil‘(s)e‘Asds
m-2
we continue in this manner to get:
i
X(r7)e A2 =x(¢f)e AT 4+ jf(s)e_ASds.
7]
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Another integration for equation (2.13) from 0 to 7; will give

42!
X(zy)e A =x(0) + [ f(e Aldt.
0

Hence by adding the above equations one can get:
x(t)e At =x(0) + X(zh)e ™A 4 x(rh e AT 4y (7 )e AT -

3!
X(zm)e AT = X(zg_p)e” ATl — o x(r)e AT 4 [e A% (s)ds +
0

7 m t
Je At (s)ds+-+ [e A f(syds+ [e A F(s)ds.

4| Tm-1 ™m

= x(0) + Z(ﬂk(x(fk))e Atk 4 j e A (S)AS o, (2.14)
k=1

Therefore from the above equation and by using the periodic boundary condition

given by equation (2.11.c) one can have:

m T
X(Te AT =x(0)+ X o (X(z e A% + [e A% f (s)ds
k=1 0

=x(0)e AT

and this implies that

e —kl

i
X(0) = —— Z(pk(x(rk DA [ e s
0

By substituting the above equation in equation (2.14) one can get:
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At At

]
KO= © Zgak(x(rk))e Aty +#[f(3)e‘“ds+
& N

m t
e g (x(zy ) Ak + eAtje_AS f(s)ds

k=1 0
m o~ Atk At ) AT T
= > o X)) + ——=[ f(s)e ASds + —[ f(s)e~Asds
“-e 1-eAT Y 1-eAT Y

m T
= > G(t, 1) (X(7y) + [ G(t,9) F ()ds.
k=1 0

(i1) From equation (2.12) one can have:

e~ ATk -1) oAl A
X'(t) = AZ = gok(x(z'k))+A1 jf(s)e So|s+1 —f(t)+
A(T+t)T AT
e —As e
Awff(s)e o|s—1_eAT f(t)

= AX(t) + f(t).
This implies that X(t) given by equation (2.12) satisfied equation (2.11.a).
Next, by taking the limits of X(t) that given by equation (2.12) as t — ;"
and t — 7; one can get:

X(z;" )— 11m ZG(t T )P (X(7)) + jG(t s)f(s)ds
k=1

A(T+zj-7K)

:#@(x(q ) + ZT@((x(rk)H jG(r,,s)f(s)ds i=1,2,.
- k=l 1=
k=i
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and

X(z; )= lim ZG(t 7)o (X(7,) + j G(t,s) f(s)ds

t—)‘L’l k=1 0
oAT m o AT +7j-7%)
= ——— i (X@E)) + Do (X)) + j G(z;,9) f(s)ds, i =1,2,.
I-e k=1 1—8
k=i

Hence

AT

X(Ti+)—X(Ti)=[%J¢i(x(fi))=¢i(x(fi)), i=12,...,m

and this implies that
AX(7i) = @i (X(75)), 1 =1,2,...m.

Therefore x(t) given by equation (2.12) satisfied equation (2.11.b).

Since

1 A(T —5)
G(0,8)=——¢
— AT

=G(T,s),0<s<T.

Therefore

X(0) = ZG(O )P (X(7) + j G(0,5) f(s)ds

k=1
Z (T’Tk)(ok(x(fk))"‘JG(T,S)f(S)dS
k=1 0

=X(T).

Therefore Xx(t) given by equation (2.12) satisfied equation (2.11.c).m
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Second, consider the periodic boundary value problem which consists of
the first order linear ordinary differential equation with nonconstant coefficients:
X'M)=AMXE) + (1), ted (2.15.a)
together with the finite impulsive conditions:

AX(T ) =@ (X(T ), K =102, M (2.15.b)
and the periodic boundary condition:

X(0) = X (T ) et (2.15.¢)
where f :[0,T]—> R" is a continuous function on te J’'=[0,T]\ {71,795 sTm }»

A is nxn nonzero function matrix, ¢y :R" 5> R", is a continuous function for

each k=1,2,....m, 7, €(0,T),k=012,....m and 7y <75 <...<7p,.

The following theorem gives an explicit form of the solution of equations
(2.15).

Theorem (2.4):
(1) If x(t) 1is a solution of equations (2.15) then

m T
X(t) = Y- G(t, 7 )@ (X(Ti)) + [G(t,8) F(S)dS ..o, (2.16)
k=1 0

where G is the Green’s function defined by equation (2.8).
(i) If x(t) satisfies equations (2.16) then X(t) is a solution of equations (2.15),

Proof:

(1) Consider
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t t
q —[ A(s)ds —[ A(s)ds
—|e 0 x(t)|=e O f(t)

dt
By integrating the above equation from 7, to t with te(z,,T], from 7,,_; to
Tm, from 7, to 7y_q,..., from 7, to 7; and from O to 7; and by adding the

resulting equations one can have:

t Tk S
—[A(s)ds m - [A(s)ds t —[A(y)dy
x(t)e 0 =x(0)+ > o (X(z, e © +fe 0 f(s)ds.......... (2.17)
k=1 0

Therefore from the above equation and by using the periodic boundary condition

given by equation (2.15.c) one can have:

T Tk S
—[A(s)ds m - [A(s)ds T —[A(y)dy
x(T)e © =Xx(0)+ > o (X(z, e O +fe 0 f (s)ds
k=1 0
;
—[A(s)ds
= x(0)e O

and this implies that

7k
1 m - IA(S)dS 1 T —?A(Y)dy
X(0)=— >axoe O+ e  f(os.
—[A(s)ds k=l —[A(s)ds 0
e 0 ~1 e 0 ~1

By substituting the above equation in equation (2.17) one can get:
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t ) t
A(s)d 4 A(s)d S
e({ (s)cs m - [A(s)ds e({ (8)ds T —[A(y)dy
X(t) =— > o (X(z e O +— Je o f(s)ds +
—[A(s)ds k=l —[A(s)ds 0
e 0 -1 e 0 —1
t 7k t s
[A(s)ds m - [A(s)ds [A(s)dst —[A(y)dy
g0 > o (X(m))e ° +e0 fe o f(s)ds
k=1 0
t y t
A(s)d 4 A(s)d S
20 STases "% L Ay
=——— > o (X(zr))e ° +T—Ie 0 f(s)ds +
[A(s)ds k=1 [A(s)ds 0
1-e0 1-e0
T t
A(s)ds [A(s)d S
- fe o f (s)ds
[A(s)ds 't
1-e0
m T
= > G(t,7) (X(7i)) + [G(t,5) f (s)ds.
k=1 0
(i1) From equation (2.16) one can have:
t t
A(s)d Tk A(s)d S
e£ (S m ~ [As)ds+ e£ O Tamay
KO =——5——AD a(X@e O+ AD———[e D f(s)ds+
[ A(s)ds k=1 [A(s)ds 0
1-e0 1-e0
t ; T
A(s)d S A(s)d
1 e(j) (s)ds [A(s)dsT —[A(y)dy e(I) (s)ds
T f(t)+ A(t)T—e0 Ie 0 f(s)ds—T—f(t)
[ A(s)ds [A(s)ds t [ A(s)ds
1-e0 1-¢0 1-e0
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Thus
ot t
e(j)A(S)ds —J A(s)ds e(j,A(S)ds t —TA(y)dy
X'(t) = A(t) —Zgok(x(rk))e 0 e L f (s)ds +
[ A(s)ds k=1 [A(s)ds 0
| 1-e0 1-e0
t T S 1 T T ]
e(j)A(s)dse(j)A(s)ds_l_ ] Asyds 1_e(j)A(s)ds
- je 0 f(s)ds |+| ———f (1)
[A(s)ds t [ A(s)ds
1-e0 ] [1-e® ]

= A)X(t) + f(b).

This implies that x(t) given by equation (2.16) satisfied equation (2.15.a).
Next, by taking the limits of X(t) that given by equation (2.16) as t — z;"

and t - 7; one can get:

X(z;" )_ hm ZG(t 7)o (X(7) + j G(t,s) f(s)ds

k=1
Tj Tk
jA(s)ds+ jIA(s)ds— [ A(s)ds
1 M a0 0 0
=—a—a(X@EHN+ ) T Pk (X(7y ) +
[ A(s)ds tz} [ A(s)ds
1-¢0 1-¢0

.
[G(zi.9)f(s)ds,i=12,....m

and
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x(zj )= lim ZG(t 7))@ (X(7))) + j G(t,5) f (s)ds

t—7i | k=1
T T 4] 7K
[ A(s)ds [ A(s)ds+ [ A(s)ds— [ A(s)ds
g0 m a0 0 0
= (X@)+ . - A (X(T))+
[ A(s)ds E;} [ A(s)ds
1-e0 1-e0

.
[G@E.9)f(s)ds, i=12,....m
0

Hence
AX(Z’i) =¢i(X(Ti)), [ =12,....,m.

Therefore X(t) given by equation (2.16) satisfied equation (2.15.b).

Since

T S

| [ A(s)ds—[ A(y)dy
G(0,5) = T—e0 0
[ A(s)ds
1—ef
=G(T,s),0<s<T.

Therefore

x(0) = ZG(O Ti)ek (X(7)) + IG(O s)f(s)ds

k=1
2 T, 7109 (X7 ) + IG(T,S)f(S)dS
k=1 0

=Xx(T)

Therefore x(t) given by equation (2.16) satisfied equation (2.15.c).m

Next, to illustrate the previous theorems consider the following examples:
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Example (2.3):

Consider the periodic boundary value problem which consists of the first
order linear ordinary differential equation with constant coefficient:

(t) = 113
xa)—xa)+Lte[QH\{4?y4}

together with the three impulsive conditions:
Yo
2 4
AX lj = ZXGJ
3 3
AX Ej = 3x(§j
4 4
and the periodic boundary condition:

X(0) = x(1)

then by using theorem (2.3), the solution of the above periodic boundary value

problem can be written as:

t-1 -4 (t-2)

X(t) = € x(1j+2e x(1j+3e x(ijJre— se‘sds+el—jse‘sds
—e
t

l1-e \4 l1-e \3 l1-e \4 l—eO

(t-H a—;> (t—>)
e e e

4" 1 1 47 3) et [ _ et _
- X(Zj+2 - x(§j+3 — X(Zj+§[—e S(s+1)L+ e [—e S(s+l)E

1
= (t=2) (t->)
4 3 4 t (1+1t)
_° x(l)+2e x(1j+3e x(§j+e—[—e_t(t+l)+l]+e
l1-e \4 I-e 3 1- 4) 1-e l1-e

' 3 t+1) et 2e' elt+)
—X = |- + - + .
( ) l-e 1-e l-e l-e

—2e7 et (t +1)]
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Example (2.4):

Consider the periodic boundary value problem which consists of the first

order linear ordinary differential equation with nonconstant coefficient:

X'(t) = cos(t)x(t) + cos(t), t €[0,1]\ {%,%}

together with two impulsive conditions:

(5
-5

and the periodic boundary condition:
X(0) = x(1)

then by using theorem (2.4), the solution of the above periodic boundary value

problem can be written as:

t ! 1 t
e(j)cos(s)ds { —?cos(s)ds —%cos(s)ds e(j)cos(s)ds t —?cos(y)dy
Xt)=—7—" X(Z}e 0 +x(5je 0 +1—Ie 0 cos(s)ds +
[cos(s)ds [cos(s)ds 0
1-e0 1-g0
1 t
S
eg)COS(S)dSe(J)COS(S)dS | ~[eos(y)dy
1 Je 0 cos(s)ds
[cos(s)ds 't
1-e0
sin(t sinct —sinct sin(t) t
_leesi(n)(l)[x(ije s1n(4) +X(;je 51n(2)]+leeSi(n)(l)J‘esin(S) cos(s)ds +
0

. ; 1
| o
1— esin(l)
t
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Thus

sin(t) —sin(l) —sin(l) sin(t) .
X(t) :e—. X l e 4" 4 x l e 2" 4 € . [_ e—sm(S)L +
1- esm(l) 4 2 1— esm(l)

esin(l)esin(t) [_ e—SiH(S)I
1 _ eSll’l(l)

sin(t) —sin(l) —sin(l) sin(t) .
S x[l)e 4 +x(l)e 2 +e—[—e‘sm(t)+l]+

_ - esin(l) 4 0 1- eSin(l)
e )]
sin(l)

I-e

LN e_sinq) 1 e—sin(;) P T
B 1— esin(l) 4 2 1— esin(l) 1— esin(l) )

2.3 Solutions for the Periodic Boundary Value Problems of the First Order

Nonlinear Ordinary Differential Equations with Finite Impulsive

Conditions:

In this section, we transform the periodic boundary value problems which
consist of first order nonlinear ordinary differential equation together with finite
impulsive conditions and periodic boundary condition into integral equations.
This section is a modification and a correction of the facts that appeared in
[Jinhai C. and et. al., 2007]. To do this, first, consider the periodic boundary
value problem which consists of the first order nonlinear ordinary differential

equations:

XI(E) = F (XD, £ €07 e, (2.18.2)

together with the impulsive condition:
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AX(T) = L X(TY)) et e, (2.18.b)
and the periodic boundary condition:
X(0) = X ) ettt (2.18.c)

where f:[0,T]xR" ->R" is a continuous function on teJ'=[0,T]\{z},

¢ :R" > R" is a continuous function and 7; € (0,T).

The following theorem shows that any solution of equations (2.18) must

satisfy an integral equation and conversely.

Theorem (2.5):
(1) If x(t) is a solution of equations (2.18) then x(t) satisfy the integral

equation:
T

X(t) = G(t, 7))@ (X(77)) + IG(t, S F(S,X(S)=X(S)[AS .vvvieiieiiiea, (2.19)
0

where G is the Green’s function defined by equation (2.3) in case A=I.

(i1) If x(t) satisfies equations (2.19) then x(t) is a solution of equations (2.18).

Proof:

(1) Consider

Slerxol- o -xolet

=[F X)) =X (2.20)

By integrating the above equation from 7; to t with t € (z;,T ] one can have:

t
x(tye™ =x(zi)e”™ + [[f(s,x(s)—x(s)]e~* ds.

71

Another integration for equation (2.20) from 0 to 7; one can have:
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7]
X(z7)e™ =x(0)+ [[f (t.x(t) - x(t)]e ™" dt.
0

Hence by adding the above two equations one can get:

t
x(t)e ™ =x(0) + @y (X(z;))e ™ + [[f(s,X(8)— X(8)]e s ..o (2.21)
0

Therefore from the above equation and by using the periodic boundary condition

given by equation (2.18.c) one can have:

.
X(T)e " =x(0)+ oy (x(zp))e ™™ + [[f(s,x(s)) - x(s)]e ™ ds
0

= x(0)e"
and this implies that
e 1t ~ sy
x(0) = - lgol(x(rl ) + - [ [f(s,%(s)) - x(s)]e 5ds
- 0

By substituting the above equation in equation (2.21) one can get:

t T
X(t) = ﬁe‘” oy (x(2) + —o— [[F(5,X(5) ~ x(8)]e~Sds +

- e —1

t
a(x(z)e 1 et [ (s,x(5) ~ x(s)]e~*ds
0

1

t
PO+ [ (5.x(8) ~x(9)]ds ¢
0

t+T T
[[f (s.x(s) = x(5)]e ™ ds
t

€

T

;
=G(t,7) @ (X(z)) + [ G(L.9)[ f (5,X(5)) — X(5)]ds
0
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(i1) From equation (2.19) one can have:

t ot
X(0) = — 110, (7)) + — [[F(5.x(5) ~ x(@)Je*ds +— [ L. x(®) - x(V)] +
I-e 1-e" § I-e
et+T T eT
— [ f(5,x(5) = x()]e~*ds - ——[f (t, x(t) — x(t)]
1-e' 3 1-e

=X(0) + f(t,x(t)) — x(t)
= f (t,x(t)).
This implies that X(t) given by equation (2.19) satisfied equation (2.18.a).

Next, by taking the limits of X that given by equation (2.19) as t — ;"

and t — 7; one can get:

;
X(r)')= lim [G(t,rl)col (X(z)) + [G(t,9)[ f (5,X(3)) - x(s)]ds]

t—)Tl 0

]
- 1eT p(X(7) + [G(z,9)[ f (5,X(5) — X()]ds
B 0

and

;
X(r{ )= lim {G(t,rl)mxmm [Gt.s)[f(s.x(s) - x(s)]ds]

to7)

0
eT p
= T axE) [G(z1,9)[f (s, x(s) = x(5)]ds.
- 0

Hence

Al

Ax(ro:C_ZT }ol(xm))

= @1 (X(77)).
Therefore Xx(t) given by equation (2.19) satisfied equation (2.18.b).
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Since

G(0,s) = ! = gl =S
1-e

=G(T,s),0<s<T
Thus

;
X(0) =G(0,7)) @y (X(71)) + [ G(0,5)[ f (5, X(5)) — X(5)]dls
0

)
=G(T,7) @1 (X(r1)) + [G(T,9)[f (5,X(5)) — X(5)]ds
0

=x(T).
Therefore Xx(t) given by equation (2.19) satisfied equation (2.18.c).m

Next, consider the periodic boundary value problem which consists of the

first order nonlinear ordinary differential equation:

X (D) = T, X), L e (2.22.a)

together with the finite impulsive conditions:

AX(T ) =@ (X(T1 ), K =12, M (2.22.b)
and periodic boundary condition:

X(0) = X ) et (2.22.c)
where f:[0,T]xR" > R" 1S a continuous function on

ted =[0,TI\{z].72,..0.Tm}> @ :R" —>R" is a continuous functions for each

k=12,....m, 7, €(0,T),k=12,....mand 77 <7, <...<7p.

The following theorem shows that any solution of equations (2.22) must

satisfy an integral equation and conversely.
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Theorem (2.6):
(1) If x(t) is a solution of equations (2.22) then

m T
X(t) = ZG(t,rk Yo (X(7y)) + jG(t,s)[f(s,x(s)) —X(9)dS .. (2.23)
k=1 0

where G is the Green's function defined by equation(2.3) in case A=I.

(i1) If x(t) satisfies equation (2.23) then X(t) is a solution of equations (2.22).

Proof:

(1) Consider
% e_tx(t)]: e H[x'(t) — x(t)]

= (X)) = X))o, (2.24)

By integrating the above equation from 7, to t with t € (z,,T] one can have:

t
X(tye " =x(rm)e ™ + [e [ f(s,x(s)) - X(s)]ds.

m

Another integration for equation (2.24) from z,,_; to 7, will give:

X(zr)e” ™M = x(zi e Tm-1 4 Fe (¢, x(1)) — x(t)]dt.

Tm-1
Also integration for equation (2.24) from 7,_, to 7,,_; will give:

Tm—1
X(Tmo)e ™ =X(zhop)e ™2+ e T f(tx(t) — x(t)]dt

Tm-2

we continue in this manner to get:

72
X(z7)e”2 =x(z)e” ™ + [e T[f (t.x(1) - x(t)dt.

7
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Another integration for equation (2.24) from 0 to 7; will give:
7]

X(z1 )™ =x(0) + e T [f(t,x(t) - x(t)|dt
0

Hence by adding the above equations one can have:

m t
X(t)e ™" =x(0)+ Do (X(zi))e ™ + [e T [F(5,X(8) = X($)]dS ....oovnen (2.25)
k= 0

Therefore from the above equation and by using the periodic boundary condition

given by equation (2.22.c) one can have:

m T
X(Te™ =x(0)+ > e g (x(ry)) + [e ~*[F(5,x(5)) - x(5)]ds
k=1 0

=x(0)e "

and this implies that
T

Z(pk(x(rk e Tk + Je*[f (s, x(s) — x(s)]ds

X(0)=

By substituting the above equation in equation (2.25) one can get:

m t

X(t) =Y — e‘fk o (x(z)) + .

kle -

j e 5[ (s,x(s)) - x(s)]ds +

m t
Yo (X(z e Tk el [e S [f(s,x(s)) - x(s)]ds
0

k=1

mtrk

t t
Z O+ eeT [ [f(s.x(s)) ~ x(5)]ds +
0

T+t T

o j e [ (s.x(5)) ~ ()]s
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Thus
m T

X(t) = Y G(t, 1)@ (X(zi)) + [G(t,S)[ F (5, X(5)) — X(3)]ds
k=1 0

(i1) From equation (2.23) one can have:

m
, 1
X'(t) = Zﬁe“ W (X(1y) +
k=11—

t
. [ [ (s,x(5)) = x(5)Ids +
0

T

S F LX) - X(D)]
—€

[Tt x(1) - x(D)] -

T
Ie(T O£ (s,%(5)) — x(s)]ds} + 1 1 T

t
= X(t) + f(t,X(t)) = X(t).

= f(t,x(1)).
This implies that X(t) given by equation (2.23) satisfied equation (2.22.a).

Next, by taking the limits of x(t) that given by equation (2.23) as t — TI:F

and t - 7;¢ one can get:

X(z;" )_ hm {ZG(t 71 )@ (X(7) + j G(t,s)[ f (s,x(s)) — x(s)]ds]

k=1
T+r|+rk T
=7 w.(x(r.>>+zl—(pk<x(rk)>+ [G@i 9 (s, x(s) - x(9)lds, i=12,...,m
- k=1 1— 0

k=i

and

t—>7i | k=1

X(ri )= lim {Zea 70 (X(7y)) + j G(t,9)[ f (5,X(s)) - x(s)]ds]
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Thus
T eT +7j +7k T
X(zi )— T @i (X(7j)) + Zﬁk(X(rk))ﬁG(r.,S) [f(s,x(s))—Xx(s)lds, i =1,2,.
€3 0
Hence

AX(7i) = i (X(77)), 1=1,2,...,m
Therefore Xx(t) given by equation (2.23) satisfied equation (2.22.b).

Since

G(O,s):%e“‘s)
1—e

=G(T,s),0<s<T.

Therefore

0)= Y 60,7 () + j G(0.9)f (s)ds
k=1

= Y BT nR (X + j G(T,s)f (s)ds
k=1 0

=X(T).
Therefore Xx(t) given by equation (2.23) satisfied equation (2.22.c).m

Next, to illustrate the previous theorems, we consider the following

examples:

Example (2.5):

Consider the periodic boundary value problem which consists of the first

order nonlinear ordinary differential equation with one impulsive condition:

X'(t) = cos(X(t)), t €[0,1]\ {%}
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together with the impulsive condition:

Ax(l) = cot X(l)

2 2

and the periodic boundary condition:
X(0) = x(1)

then by using theorem (2.5) the solution of the above periodic boundary value

problem satisfy the integral equation:

1
X(t) = G( 2};0{ ( D+ j G(t,s)[cos(x(s)) - x(s)|ds
0

1

2

_€ cot(x(;D +— I e~5[cos(x(s)) — x(s)]ds +

l1-e

t+1 1

j e %[cos(x(s)) — x(s)]ds.

Example (2.6):

Consider the periodic boundary value problem which consists of the first

order nonlinear ordinary differential equation with tow impulsive condition:

X'(t) =sec(x(1)), €[0,2]\ {% %}

together with the two impulsive conditions:

Nt
ol

and the periodic boundary condition:

X(0) =Xx(2)

then by theorem (2.6) the solution of the above periodic boundary value problem

satisfy the integral equation:
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1 1 2 2\ 3
x(t):G(t,chot x&) +G(t,§jtan x(g) + £ G(t,s)[sec(x(s)) — x(s)]ds

1 2

t— t—=
ol gl
_ cot| x| — | |+ cot| x| = ||+ e 5[sec(x(s)) — x(s)[ds +
1-e? 2)) 1-¢? 3 l—ezg

t+1 2

je_s [sec(x(s)) — x(s)]ds.
t

e
1—e?

2.4 Existence of the Solutions of the Periodic Boundary Value Problems of

the First Order Nonlinear Ordinary Differential Equations with Finite

Impulsive Conditions:

In this section, we present the existence theorem for the solutions of the
nonlinear periodic boundary value problems which consist of first order
nonlinear ordinary differential equation together with finite impulsive conditions
and periodic boundary condition. This section is a modification and a correction
of the facts that appeared in [Jinhai C. and et. al., 2007]. To do this, consider the
nonlinear periodic boundary value problems given by equations (2.18).

Before we give the existence theorem for the solutions of equations (2.18)

we need the following remark and lemmas.

Remark (2.1), [Jinhai C. and et. al., 2007]:

Let f:[0,T]xR" >NR" and ¢, :R" - R" be continuous functions. Let

T:PC(0,T],R") - PC([0,T],'R") be the mapping defined by

.
TX(D) = G(t, 7))@y (X(77)) + [G(L.S)[ (S, X(8)) = X(S)JAS, ....ooccovvciir (2.26)
0
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where  PC([0,T],R") ={x:[0,T]>R",xeC([0,T]\{r;},R"), x is left
continuous at 7, the right hand limit X(z;") exists} with the norm

,and G is the Green’s function defined by equation (2.3). If

[Xlpe = sup [x()
te[0,T]

T has a fixed point, then this fixed point is also a solution to equations (2.18).

Lemma (2.1), [Jinhai C. and et. al., 2007]:

Let f:[0,T]xR" > R" and ¢, : R" - R" be continuous functions. Then

T defined by equation (2.26) is a compact map.

Lemma (2.2). (Schaefer), [Jinhai C. and et. al., 2007]:

Let X be a normed space and T : X — X be a compact mapping. If the

set

S={ue X:u=ATu for some A [0,1]}

is bounded then T has at least one fixed point.
Next, the following lemma is used in the proof of the existence for the

solution of equation (2.24). This lemma appeared in [Jinhai C. and et. al., 2007]

without proof. Here we give its proof.

Lemma (2.3):

If x(t) satisfies the following integral equation:
T
X(t) =4 G(t, 7))o (X(7)) + jG(t,s)[f ($,X(8)) = X()[ds | ..coooeeeiii (2.27)
0

then X(t) is a solution of the periodic boundary value problem which consists of

the first order nonlinear ordinary differential equation:
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X' () = X(0) = AL F (6, XE)) = X)L oo (2.28.a)
together with the impulsive condition:

AX(T1) S A@LIK(T])) e e e (2.28.b)
and the periodic boundary condition:

X(0) = X ) et e, (2.28.c)
Proof:

If =0, then x(t)=0. It is clear that this solution satisfy equations (2.28).
So, assume that A € (0,1]. By differentiating equation (2.27) with respect to X and

by using the definition of the Green function G given by equation (2.3) one can

get:
1 1 t
X(t) = 2| ——¢ "1 Vg (x(rp)) + ——e' [e°[F (5, x(5)) - x(5)Jds +
1-e 1-e 0
1 Tatf.s ! eT
—e j e >[f(s,x(s)) - x(s)]ds | + 2 —T[f(t, x(t)) - x(t)] - - [f(t,x(t) - x(1)]
1-e " l1—e 1-e

But 4 #0 then
X'(t) = z%x(t) + AL (t,X(1)) = X(1)]

and hence
X(t) = x(t) = [ f (t, x(1)) - x(V)]
This implies that X(t) given by equation (2.27) satisfy equation (2.28.a).
Next, to verify equation (2.28.b) one must take the limits of X(t) given by

equation (2.27) as t = 7;” and t — 7{ to obtain:
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]
X(z{)= lim [zle(t,nm (X(z)) + [G(t,9)[ f (5. X(5)) - x(s)]dsﬂ
0

+
t—)rl

;
= z{ LX)+ [G(rL 9 F (5, X(5) - x(s)]ds]
0

1—g'

and

;
X(r; )= lim He(t,mmx(n )+ [G(t,5)[f (5.X(5)) - x(s)]dsﬂ
0

t>r

1—e'

T T
=ﬂ{ ® (X)) + G(m)[f(s,x(s))—x(s)]ds].
0

Therefore

AX(71) = A@y (X(71))

and this implies that X(t) given by equation (2.27) satisfied equation (2.28.b).
Since

G(0,5)=G(T,s),0<s<T

then

.
X(0) = 2 G(0,71)¢y (X(71)) + [ G(0,5)[ F (5,X(5)) x(s)]ds]
0

.
= 2| G(T, 7)) (X(z1)) + [ G(T,9)[ (5, X(5)) - x(s)]ds]
0

=x(T)

and this implies that x(t) given by equation (2.27) satisfied equation (2.28.c).m

Now, we are ready to present the existence theorem for the solutions of

equations (2.18).
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Theorem (2.7):

Let f:[0,T]xR" >NR" and ¢ :R" > R" be continuous functions. If

there exist non-negative constants «,K, #,L such that:

|f(t,p)—p|<2a(p, f(t,p))+K, forall (t,p)e[0,T]\{r}xR"

ler(@)|<pla|+L  forall geR"

,BeT <el -1
where HH is the usual Euclidean norm and <,> will be the Euclidean inner
product, <,> = H : HZ Then equations (2.18) have at least one solution.

Proof:

From equation (2.3) and in case A=I one can deduce that

eT

y= sup G(t,s)| < =
(t,8)€[0,T]x[0,T] e —1

Let T be the operator that is defined by equation (2.26).

Thus by using remark (2.1) the fixed points of T will be solutions of equations
(2.18). From lemma (2.1) we know that T is a compact map. In order to show
that T has at least one fixed point, we use Shaefer’s lemma by showing that all
solutions to:

X(t) = ATx(t), 4 €[0,1]

are bounded, with the bound being independent of A. With this, let x(t) be a
solution of the above equation. Then by using lemma (2.3) x(t) is a solution of

equations (2.28). For each t €[0,T ], one can get:
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x®] = 2T

.
< }/{ j A (5,%(5)) = x(5)|ds + Aoy (X(zy ))H}
0
T
<71 [[2e(x(5), 2F (5, x())) + AK Jds + B|x(z))| + L}
0
.
<A 2a(x(5), 4f (5, X(5)) + (1= A)x(8)) + K |ds + Bx(z1)] + L}
0
.
=y j 2a(x(5),X(s)) + K Jds+ gx(zy)[ + L}
L0

T

_, J[a%mx(s)uz)Jr K} ds+ Alx(ry)] + L}

0

- Pl O kT + e+

= y{KT + Blx(z)| + L}

eT

<— 1{KT + Bx(z)| + L}

Thus, taking the supremum of the above inequality one can have:

KT +Lle"
sup HX(t)HS [KT + T]e :
te[0,T] 1-pe -1

Thus we see that the bound on all solutions of equation (2.18) is independent of

A . Therefore by using Schaefer’s lemma, T given by equation (2.26) has at least

one fixed point and hence equation (2.18) has at least one solution.m
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Second, we generalize the previous theorem to be valid for periodic
boundary value problem given by equations (2.22). But before that we need the

following remark and lemmas.

Remark (2.2), [Jinhai C. and et. al., 2007]:

Let f:[0,T]xR" >R" and ¢ :R" > R",k=12,...,m be continuous

functions, consider T :PC([0,T],R")— PC([0,T],R") be the mapping defined
by:

m T
TX(O) = 3 G170 (X)) + [GES) T (5,X(5) = XSS v (2.29)
k=1 0

where G is the Green’s function that is defined by equation (2.3) where A=I. If
T has a fixed point , then this fixed point is also a solution to the equations

(2.22).

Lemma (2.4), [Jinhai C. and et. al., 2007]:

Let f:0.T]xR" >R" and ¢ :R" >R", k=12,....m both be

continuous functions. Then T defined by equation (2.29) is a compact map.

Next, the following lemma is used in the proof of the existence for

solutions of equation (2.22). This lemma is a generalization of lemma (2.3).

Lemma (2.5):

If Xx(t) is a solution of the following equation:

m T
X(t) =4 D G(t,7i)ey (X(zy ) + j G(t,9)[f (s,x(s)) — x(s)[ds |,k =1,2,...,m
k=1 0

59



Chapter two Existence of the Solutions for the Periodic Boundary Value Problems of the Impulsive
Ordinary Differential Equations

then X(t) is a solution of the periodic boundary value problem which consists of
first order nonlinear ordinary differential equation:

X'(t) = X(8) = AL F (6, X)) = X)) oo, (2.31.a)

together with the finite impulsive conditions:
m
AX(r) =4 Z(Pk (X)), K =12, oMo, (2.31.b)
k=1
and the periodic boundary condition:

X(0) = X(T) e (2.31.c)

Proof:
If A=0, then x(t)=0. It is clear that this solution satisfy equations
(2.31). So, assume that 4 € (0,1].

By differentiating equation (2.30) with respect to X and by using the

definition of the Green function G given by equation (2.3) one can get:

m t
x'(t):/il 1 —> e K Vg (x(z)) + 1 —e' [e [ (s,x(s)) - X(s)]ds +
I-e x5 I-e 0
;eT“]‘e‘s[f(s X(s)) — X(s)]ds | +
1-e" ’
A ——[f (L x®) - x)]- d [t x(t) = x(t)]
1—el ™ 1—e' "

But A4 #0 then
X'(t) = i%x(t) + AL (t, x(t)) — x(D)]

and hence
X'(t) = x(t) = A[ f (t, (1)) = x(t)]
This implies that X(t) given by equation (2.30) satisfies equation (2.31.a).
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Next, to verify equation (2.31.b) one must take the limits of X given by

equation (2.30) as t = 7, and t — 7 to obtain:

m T
X(zj )= lim [z[ZGa,rk»w (X(z)) + [ Gt 9)[ (5, X(5)) - x(s)]ds“
k=1 0

t—>ri+
1 eT+r|+rk T
—ﬂl—co.(x(r.))+zzl—<ok(x<rk)>+zje<r.,s)[f(s X(8) - x(s)]ds, i=12.....m
k=1 '~ 0

ki

and

X(z ) = hm[ [zea 7Ok (X)) + j G(t,S)f (5.X(5)) ~ X(5)]ds H

t—7j k=1

T T+r| +7k T

=ftle <0|(X(T|))+/1§ —€01 k(X(Tk))+/1J.G(T|,S)[f(S X(8)) - X(S)]ds i=1.2,.
k;t} 0
Therefore

AX(7i) = A@;(X(7y)), 1=12,....m

and this implies that X(t) given by equation (2.30) satisfied equation (2.31.b).
Since

G(0,5)=G(T,s),0<s<T.

Then

T m
x(0) = A[_'G(o, S)[ (5,X(s)) — X(s)]ds + D G(0, 7, )y (X(7 ))],k =1,2,...,m

0 k=1

=1 jG(T s)[f (s,x(s)) - x(s)]ds+ZG(T rk))] =1,2,...,m

k=1

=ﬂ,:%X(T):|
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Then
X(0)=x(T). =
and this implies that X(t) given by equation (2.30) satisfied equation (2.31.c).

Now, we are ready to present the existence theorem of the solutions of

equations (2.22).

Theorem (2.8):

Let f:[0,T]xR" > R" and ¢ :R" > R", k=1,2,...,m be continuous
functions. If there exist nonnegative constants «,R, #,L such that:
|f(t,p)—p|<2a(p, f(t,p))+R, forall (t,p)e[0,T]\{r}xR", k=12,....m

lo (@] < Billdl|+ Lg .k =12,...,m  forall geR"

m
> pee’ <e’ —1

k=1

then equations (2.22) have at least one solution.

Proof:

From equation (2.3) one can deduce that

eT

y= sup G(t,9)|<—=
(t,9)€[0,T ]x[0,T] e -

Let T be the operator that is defined by equation (2.29).

Thus by using remark (2.2) the fixed points of T will be the solutions of
equations (2.22). From lemma (2.4) we know that T is a compact map. In order
to show that T has at least one fixed point, we use Shaefer’s lemma by showing

that all solutions to
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X(t) = ATX(1), A €[0,1],

are bounded, with the bound being independent of A. With this, let x(t) be a
solution of the above equation. Then by using lemma (2.5) x(t) is a solution of
equations (2.31).

For each t €[0,T], one can get:

x®f=

T m
<71 JAF (5. x(5) = x(s)ds + A 3 |x (X(z >>H}
0 k=1

<y j [2a:(x(5), 2 (s, X(s))) + AR]ds + Z(,Bka(rk )|+ Ly )}

k=1

T m
<71 [[2e{x(), 4F (5, x(8) + (1= A)x(s)) + R]ds + D" (B [x(zi)] + L )}
0 k=1

=y j [2a(x(s), X(s)) + R Jds + Z(ﬂkux(rk )|+ Ly )}

i

s x(s)H +Rds + Z(ﬂ'k (7] + L )}

T

=y Ia
0

y{amxmu - T+ Sl >}

y{m imkux(rk)uw)}

T

I{RT + 3 (B x@ )| + Ly )}.
k=1
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Thus, taking the supremum of the above inequality one can have:

m
[RT + > L Je'
k=1

s[lépT ]Hx(t)H < - :
tg[0, T
1- ﬂk :|e -1

Thus we see that the bound on all solution of equation (2.22) is independent of
A . Therefore by using Schaefer’s lemma, T given by equation (2.29) has at least

one fixed point and hence equation (2.22) has at least one solution.
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Introduction:

The aim of this chapter is to discuss the existence of the solutions of the
boundary value problem of the first order non-linear impulsive ordinary
differential equation with finite impulsive conditions.

This chapter consists of two sections.

In section one, we give the explicit forms of the solutions for the boundary
value problem of the first order linear ordinary differential equations that
contains finite impulsive condition.

In section two, we give an integral equation that is equivalent to the
periodic boundary value problem of the first order nonlinear ordinary differential

equation with finite impulsive conditions.

3.1 Solutions for the Boundary Value Problems of the First Order Linear

Ordinary Differential Equations with Finite Impulsive Conditions:

Recall that Nieto J. and et al. in 2000 gave explicit forms of the solutions
of the boundary value problems which consist of the first order linear ordinary
differential equation together with the boundary condition. This section is a
modification of the facts that appeared in [Nieto J. and et. al. 2000] and it gives
explicit forms for the solutions of the boundary value problems which consist of
the first order linear ordinary differential equations together with finite impulsive
condition and boundary condition. To do this, consider the boundary value
problem which consists of the first order linear ordinary differential equation
with nonconstant coefficients:

X'(0) = AXE) + F(0), E€ I oo, (3.1.a)

together with the finite impulsive conditions:

AX(TY) = @ (X)), K =120 M e (3.1.b)

and the boundary condition:
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X(O) = X(T) A 2 oo (3.1.0)

where f :[0,T]— R" is a continuous function on te J’'=[0,T]\ {71,795 sTm }s

AeR, A is nxn nonzero function matrix, ¢y ‘R" 5> R", is a continuous

function for each k =1,2,....m, 7, €(0,T),k=1L2,....m and 7, <75 <...<7p,.

The following theorem gives an explicit form for the solution of equations

(3.1).

Theorem (3.1):
(1) If x(t) is a solution of equations (3.1) then

jA(s)ds
0
X(t) = ZG(I 71 )P (X(7y ) + IG('[ s)f(s)ds + M— ..................... (3.2)
k=1 jA(s)ds
1-¢0

where G is the Green’s function defined by equation (2.8).

(1) If x(t) satisfies equation (3.2) then X(t) is a solution of equations (3.1).

Proof:
(1) Consider equation (2.17). Therefore from equation (2.17) and by using the

boundary condition given by equation (3.1.c) one can have

—TjA(s)ds —T}(A(s)ds T —?A(y)dy
x(T)e © = x(0) + Zq)k(x(rk))e 0 +fe 0 f(s)ds
0
.
—[A(s)ds
=[x(0)- Al ©
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and this implies that

7k
1 m — [A(s)ds 1 T —?A(y)dy
X(0) =— > o (X(zy))e O +— fe o f(s)ds +
—[A(s)ds k=l —[A(s)ds 0
e 0 -1 e 0 —1
T
—[A(s)ds
Ae 0
T
—[A(s)ds
e 0 —1

By substituting the above equation in equation (2.17) one can get:

t t
7k
2T Sfases MO famy
X(t)=— > o (X(z))e ° — fe 0 f(s)ds +
—[A(s)ds k=l —[A(s)ds 0
e 0 —1 e 0 -1
t Tk t S
[A(s)ds m - [A(s)ds [A(s)dst —[A(y)dy
e0 > o (X(z)e © +e0 Ie 0 f(s)ds
k=1 0
T t
~[A(y)dy [A(y)dy
Ae 0 el
T
- [A(s)ds
e 0 —1
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Thus
t g y t d
A 4 A s
e(f) © - [As)ds ef) % Tamay
X(t) =————— > o (X(zy))e © +——[e 0 f(s)ds+
[ A(s)ds k=1 [A(s)ds 0
1-e0 1-¢0
T t t
A(s)ds [A(s)ds S A(y)dy
e({ e(j) T —JA(Y)dy ﬁ,e({
- fe o f(s)ds + ————
[A(s)ds t [ A(s)ds
1-e0 1-e0
t
[ ACy)dy
m T 2160
= > G(t. 7 (X(ri)) + [G(t,5) f (s)ds + =
k=1 0 [ A(y)dy
1-e0
(i1) From equation (3.2) one can have:
t t
A(s)d 7k A(s)d s
e(f) (s)ds . Fays (j) (s)ds ¢ Iy
X(t) = Alt) ———— > o (X(zy))e © + A ————[e © f(s)ds +
[A(s)ds k=1 [A(s)ds 0
1-e0 1-e0
[As | j fAs)ds |
A(s)ds [ A(s)ds S A(y)dy A(s)ds —[ A(s)ds
e e? T —JAMdY Ae0 e? e 0
A(t) - fe o f(s)ds + A(t)——— - f(t)-
JAGS)s J ACy)dy J A(s)ds
1-e0 1-e0 1-e0
.
[A(s)ds
a0
e
[A(s)ds
1-e0
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Thus
e ( [AGs)
A(s)ds T A(s)ds S
’ o0 - (j)A(s)ds e0 t —(j)A(y)dy
X'(t) = A(t) —Z¢’k (X(zy))e + T—Ie f(s)ds +
[ A(s)ds k=1 [A(s)ds 0
[ 1-e0 1-ef
(A | aoas | | Jases
A(s)ds [ A(s)ds S A(s)ds A(s)ds
e g0 p _gA(y)dy Ae0 1-e0
- Ie f(s)ds + - + < f(t)
[A(s)ds 't [ A(s)ds [ A(s)ds
1-¢0 1-¢0 ] [1-ef |

= A()x(t) + f(t).
This implies that X(t) given by equation (3.2) satisfied equation (3.1.a).

Next, by taking the limits of X(t) that given by equation (3.2) as t — ;"

and t — 7; one can get:

jA(s)ds
N . ieo
X(ri" ) = lim ZG(t 1)k (X(7)) + j G(t,s) f(s)ds +
t=7 | k=1 jA(s)ds
L 1 eO -
Tj Tk
jA(s)ds+ [A(s)ds— [ A(s)ds
1 m a0 0 0
=———a(X@))+ ) T Pk (X(7y)) +
[ A(s)ds k=1 [ A(s)ds
1—g0 k=l 1—g0
jA(s)ds
0
jG(r,,s)f(s)ds+“—, i=1,2,...,m
[ A(s)ds
1-¢0

and
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jA(s)ds
0
X(zj )= lim ZG(t rk)gok(x(rk))+jG(t s)f(s)ds + e
t—7j | k=1 jA(s)ds
- 1 - eO -
T T 7 %
[ A(s)ds [ A(s)ds+ [ A(s)ds— [ A(s)ds
a0 M a0 0 0
= (X@)+ ). - O (X(7y )+
[ A(s)ds k=1 [ A(s)ds
1—ge0 ki 1—e0
jA(s)ds
0
jG(r,,s)f(s)ds+M—, i=12,...m
[ A(s)ds
1-e0

Hence
AX(7i) = @i (X(77)), 1=12,...,m

Therefore Xx(t) given by equation (3.2) satisfied equation (3.1.b).

Since
T S
[ A(s)ds—[ A(y)dy
G(0,s) = - e 0
[ A(s)ds
1—ef
=G(T,s),0<s<T.
Therefore
T
[ A(s)ds
0
X(T)+ A= ZG(T 7 )+ o (X(7y)) + IG(T s)f(s)ds+ M— +A
k=1 jA(s)ds
1-ef
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Thus

m T
X(TM)+ A= G, 7)) (X(zy)) + JG(F,S) f(s)ds ++
=l 0 [ As)ds
1-e0
m T ﬂ/
= >"G(0,7)¢x (X()) + [G(0,5) f (8)ds + —=———
k=l 0 [ A(s)ds
1-¢0

=x(0)

and this implies that X(t) given by equation (3.2) satisfied equation (3.1.c).m

Next, the proof of the following corollary is easy thus we omitted it.

Corollary (3.1):

Consider the boundary value problem which consists of the first order

linear ordinary differential equations with constant coefficients:

X'(0) = AXE) 4+ T8 £ €37 oo, (3.3.2)

together with the finite impulsive conditions:

AX(TY) = @ (X)) K =12, M e (3.3.b)

and the boundary condition:

X(0) = X(T ) 4 A e (3.3.0)
where f :[0,T]— R" is a continuous functions on te J'=[0,T]\{z{,75,....Tm }»

AeR, o ‘R" 5> R" k=1,2,...,m is a continuous function, 7 €(0,T) and A is
nonzero N x N constant matrix.

(1) If x(t) is a solution of equations (3.3) then
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At

m T
X(t) = 2" G(t, 7 )@ (X(z)) + [ G(t,5) F (5)ds + Ae
k=1 0

where G is the Green’s function given by equation (2.3).

(i) If x(t) satisfies equation (3.4) then X(t) is a solution of equations (3.3).

Next, to illustrate the previous theorem and its corollary, we consider the

following examples:

Example (3.1):

Consider the boundary value problem which consists of the first order
linear ordinary differential equation with nonconstant coefficients:

X'(t) =tx(t) + t, t €[0,4]\ {1,2,3}

together with three impulsive conditions:

AX(1) = x(1)
AX(2) = X(2)
AX(3) = X(3)

and the boundary condition:

X(0)=x(4)+0.5

then by using theorem (3.1), the solution of the above boundary value problem

can be written as:

t t t
| 2 3
(j)sds —f q (j)sds —jsds (j)sds —jsds
xt)=——7—x()e © +———x(2)e © +——F—xBe* +
[sds [sds [sds
1—eY 1—eY 1—e9
2 2 2
L $2 8+L4 2 L
e2 L - e 2. — 0.5e2
8je 2 sds + Sfe 2 sds + -
1-e%y 1-e%y 1-e
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Thus
t2 t? t2
— 1 — — 9
e?2 - e?2 5 e?2 -
x(t)=———x(1)e 2 +———x(2 " +—5—x(3) 2+
[sds [sds [sds
1-e0 1-e0 1-¢0
2 2 2
t 2T e 27 t
e 2 5 e Y 0.5e 2
o e + o€ + <
l-e l-e l-e
0 t
e S
e - 2 ~ 2 -2
=———x(l)e 2+——x(2)e? +——x(3) 2+
I-e I-e I-e
2 2 2
e? - 2 g 5 | 0.5e2
—e 2 +1|+ o|—e " +e 2 |+ s
I-e l1-e l-e

Example(3.2):

Consider the boundary value problem which consists of the first order

linear ordinary differential equation with constant coefficients:

(t) = 12
x(t)—3x(t)+t,te[O,l]\{2,3}

together with two impulsive conditions:

o)-4)
)-4)

and the boundary condition:

x(0) = x(1) + 0.25
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then by using corollary (3.1), the solution of the above boundary value problem

can be written as:

3t 2 3t t 3(141) 1 3t
X(t)=— 2x(1)e 24 x(z)e_z L [e > sds + E [e > sds + 0.25¢
2 3 3 |

1-¢’ 1-e —e’ 3 1-¢’

t
et 1N =5 [(2).2 3e3t se ™3 73"
= 32x§e +x§e - N —
1-e 2(1—¢7) 0
1
N N R
2(1-¢%) . l-e

3
et 1 =5 (2) 2| 3" | et et

= 3 2X —|e “+X —|e 7 |- N - +— |-
1-e 2 3 20-e’)| 3 9 9

330D [ a3 o3 o3t o 3t] osedt

TN e + + :
2(1-¢%) 1-e

3 9 3 9

3.2 Solutions for the Boundary VValue Problems of the First Order Nonlinear

Ordinary Differential Equations with Finite Impulsive Conditions:

In this section, we transform the boundary value problems which consist
of first order nonlinear ordinary differential equation together with finite
impulsive conditions and boundary condition into integral equations.

This section is a modification of the previous section. To do this, consider
the boundary value problem which consists of the first order nonlinear ordinary
differential equation:

XI(E) = F (XD, £ €7 e, (3.5.2)

together with the finite impulsive conditions:

AX(71) = @ (XTO))s K =120 M e, (3.5.b)

and boundary condition:
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X(0) = X T ) A A et (3.5.0)
where f:[0,T]xR" > R" 1S a continuous function on

ted' =[0,T]\{r,79,....,70}>» AER, @ ‘R" > R" is a continuous function for

each k=1,2,....m, 7, €(0,T),k=12,....m and 7, <7, <...<7y,.

The following theorem shows that any solution of equations (3.5) must

satisfy an integral equation and conversely.

Theorem (3.2):
(1) If x(t) is a solution of equations (3.5) then

m T t
X(t) = ZG(t,rk Yo (X(7y)) + IG(t,s)[ f(s,X(s))— x(s)]ds + 1/16T ceereeenan(3.6)
k=1 0

where G is the Green's function defined by equation (2.3) in case A=I.

(i1) If x(t) satisfies equation (3.6) then Xx(t) is a solution of equations (3.5).

Proof:
(1) Consider equation (2.25). Therefore from this equation and by using the

boundary condition given by equation (3.5.c) one can have:

m T
X(T)e™ =x(0)+ Y e kg (x(ri)) + [ [ (s, X(s)) - x(5)]ds
k=1 0

=[x(0)-2]e T
and this implies that
1o I 2
X(0) = —— > o (X(ri e K +———[e °[f(5,X(5)) — x(5)]ds + —=
e —14 e ! -1 1-e

By substituting the above equation in equation (2.25) one can get:
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X(1) = Z

e‘fk o (X)) + Do (X(my e T 4

e - k=1
et T t Zet
= j e ~°[f(s,x(s)) — x(s)]ds + etje_s[f (3, X(8)) = X(8)]ds + —=
e” —1j g -
m t —Tk —T tt
Z P (X(T)) +— [ e 5[ (s,X(5)) — X(s)]ds +
k=1 € e
t T t
- _i = {e 5[ (s,%(s)) — X(s)]ds + lieeT
m t Tk et t s
Z T @) [e°[f(s.x(s)) — x(s)]ds +
= —€ 0
T+t T t
1e_ T 't[e —S[f (s,X(8)) — x(s)]ds - leT

t

T -

m T
= > G(t, 7)o (X(7)) + IG(t,s)[ f(s,X(s)) — X(5)]ds + Ae
k=1 7

(i1) From equation (3.6) one can have:

X'(t) = Z—e“ gy (X(7)) +
k= 11—6 1-

[f (t, x(1) = x(O] +

t

IT Ie(t [ f(s,X(s)) — X(5)]ds +J e(T =) £ (s,x(5)) — X(5)]ds |-

1-e
ol ﬂet

[f (£, X(1)) — x(1)] t

=x(t) + f(t,x(t)) = x(t)
= (L, X(t)).

This implies that X(t) given by equation (3.6) satisfies equation (3.5.a).
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Next, by taking the limits of X(t) that given by equation (3.6) as t — z;"

and t > 7; one can get:

Ael

x(zj )= lim ZG(t 1)@k (X(zy)) + j G(t,s) f (s, X(s))ds +

T
t—)r, k=1

T+rj+7k
- A > x@m+

k=1 1—¢€
k =i

;
[G(ri,9)F (s,x(8))ds + Ae

and

X(zj )= lim ZG(t T )P (X(7y ) + IG(t s) f(s,x(s))ds + Ae

to7i | k=1 1- eT
eT eT+T|+z'k
=T @i (X(77)) + 214%()((%))+
k=1 1—
k=i

p Ae
[G(zi.9) F(s.x(s)ds + ,i=12,...m
1

—e T
Hence

AX(7i) = @i (X(77)),1=1,2,...,m

Therefore Xx(t) given by equation (3.6) satisfied equation (3.5.b).

Since

G(0,5) = ! —e'
1—e

=G(T,s),0<s<T.
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Therefore

m T T
X(T)+ A= ZG(T,rk)+(pk(x(rk))+_[G(I',s)f(s,x(s))ds+ l/le —+4
k=1 0

m T
= ZG(O’TK)+¢k(X(Tk))+J.G(Oas)f(S,X(S))ds+1 ﬂT
k=1 0

= x(0)

and this implies that X(t) given by equation (3.6) satisfied equation (3.5.c).m

Next, the proof of the following corollary is easy so we omitted it.

Corollary (3.2):

Consider the boundary value problem which consists of the first order

nonlinear ordinary differential equations:

X (1) = T, X), L e o, (3.7.a)
together with the impulsive condition:

AX(T) = L X(TY)) ettt e, (3.7.b)
and the boundary condition:

X(0) = X(T ) A A et (3.7.0)

where f:[0,T]xR" ->R" is a continuous function on teJ'=[0,T]\{z},
AeR, ¢ :R" > R" is a continuous function and 7, € (0,T).
(1) If x(t) is a solution of equations (3.7) then x(t) satisfy the integral equation:

T t
X(1) = G(t, 7))@ (X(77)) + [ G(t,S)[ f (5, X(5) — X($)]ds + 1’1 eT .................. (3.8)
0

where G is the Green’s function defined by equation (2.3) in case A=1.
(i) If x(t) satisfies equations (3.8) then x(t) is a solution of equations (3.7).
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Next, to illustrate the previous theorem and its corollary, we consider the

following examples:

Example (3.3):

Consider the boundary value problem which consists of the first order
nonlinear ordinary differential equation:
X'(t) = cos(x(t)), t €[0,3]\ {1,2}
together with two impulsive conditions:
AX(1) =2x(1)
AX(2) =7X(2)
together with the boundary condition:
X(0)=x(3)+0.3
then by using theorem (3.2), the solution of the above boundary value problem
can be written as:

ot-1 o2 ot L
x(t):zl_e3 X(1)+71—e3 X(2) + a ge [cos(x(s)) — x(s)]ds +

eG+) 3 0.3¢

3

o) e~ [cos(x(s)) — x(s)]ds + .

Example (3.4):

Consider the boundary value problem which consists of the first order
nonlinear ordinary differential equation:
X'(t) =sin(x(t)), t €[0,5]\ {1}
together with the impulsive condition:

AX(1) =8x(1)
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and the boundary value condition:
X(0)=x(5)+0.7

then by using corollary (3.2), the solution of the above boundary value problem

written as:
ot=D) ot U e(5+) 5

X(t) =8=——=x(1) + —— [~ (sin X(t) — X(t) }ds + —— [~ (sin x(t) — x(t) s .
1- 1-e” 1-e”y
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Conclusions and Recommendations

From the present study, we can conclude the following:

1. If x(r0) =x(z ),k =0,7L,72,... and J'=J in definition (1.6) then the
n-th order impulsive ordinary differential equation reduces to the n-th
order ordinary differential equation.

2. The first order impulsive delay ordinary differential equations with
single delay can be also extended to the n-th order impulsive delay
ordinary differential equations with multiple delays

3. Theorem (2.4) and theorem (2.6) can be obtained from theorem (3.1)
and (3.2) by letting 4 =0.

4. Every periodic and nonperiodic boundary value problem which
consist of the first order linear ordinary differential equation together
with finite impulsive conditions has a unique solution.

5. All the previous theorems can be easily modified for the anti-periodic
boundary value problems of the first order non-linear finite impulsive

ordinary differential equations.

Also, for future work, we can recommened the introduction of the
following open problems:
1. Give method for solving the impulsive differential equations.
2. Study the impulsive partial differential equations.
3. Discuss the existence of the solutions of the impulsive ordinary
differential equation with infinite impulsive conditions.

4. Devote the impulsive integro-differential equations.
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