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 The main purpose of this work is to study Volterra-Fredholm integral and 

integro-differential equations. 

 

This study include the classification of Volterra-Fredholm integral and 

integro-differential equations. 

 

 Also, some theorems for the existence and uniqueness of the solution for 

linear Volterra-Freadholm integral and integro-differential equations are 

presented. 

 

 Moreover, Taylor expansion method for solving special types of non-

linear Volterra-Freadholm integral and integro-differential equations with some 

illustrate examples are discussed. 
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 The integral and integro-differential equations are encountered in various 

fields of science and numerous applications say in elasticity, plasticity, heat, 

mass transfer, oscillation theory, fluid dynamics, filtration theory, electrostatics, 

electrodynamics, biomechanics, game theory, control, queuing theory, electrical 

engineering, economics and medicine, [Jerri A., 1985]. 

Recall that the one-dimensional integral equation is an equation in which 

the integration is carried out with respect to one independent variable, [Delves L. 

and Walsh J., 1974].  

Many researchers and authors studied the one-dimensional integral 

equations say, [Hochstadt H., 1973] discussed the existence of the unique 

solution for the one-dimensional non-linear integral equations, [Delves L. and 

Walsh J., 1974] gave some numerical solutions for the one-dimensional integral 

equations, [Jerri A., 1985] gave some approximated methods for solving the one-

dimensional integral equations with some real life applications, [Al-Shather A., 

1999] studied the one-dimensional singular integral equations, [Al-Shakry A., 

2001] descried the one-dimensional delay integral equations with their solutions, 

[Najieb S., 2002] studied the one-dimensional fuzzy integral equations, [Al-

Shather A., 2003] introduced some approximated solutions for solving the one-

dimensional fractional integral equations with or without delays, [Mustafa M., 

2004] devoted the numerical solutions for systems of the one-dimensional 

integral equations via spline functions,   [Al-Jawary M., 2005]   used some 

numerical  methods  for solving systems of the one-dimensional linear     

Volterra integral equations, [Ibrahim G., 2005] used some numerical methods for 
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solving systems of the one-dimensional linear Fredholm integral equations, 

[Abdul-Jabbar R., 2005] presented the inverse problem for the one-dimensional 

fractional integral equations. 

 Also, many researchers and authors studied the integro-differential 

equations say, [Choi M., 1993] studied the collocation method to solve integro-

differential equations in which memory kernels have a singularity at ,0=t  [Al-

Timeme A., 2003] studied the resolvent kernel method for solving linear 

Volterra integro-differential equations, [Yaslan H. and Dascioglu A., 2006] 

developed a Chebyshev collocation method to find the approximated solutions 

for non-linear Volterra-Fredholm integro-differential equations. 

 Recall that the multi-dimensional integral equation is an equation in which 

the integrations are carried out with respect to multiple independent variables, 

[Ladopoulas G., 1988]. Many researchers concerned with the multi-dimensional 

integral equations say, [Ladopoulas G., 1988] gave some numerical solutions of 

the multi-dimensional singular integral equations namely, the quadrature 

methods, [Xu Y. and Zhou A., 2004] used the collocation method for solving the 

multi-dimensional integral equations, [Cardone A., Mession E. and Russa E., 

2006] used some iterative methods for solving the two-dimensional Volterra-

Fredholm integral equations namely, Numman series method and successive 

method, [Al-Niamey L., 2006] used the degenerate kernel method for solving the 

multi-dimensional integral equations. 

 The aim of this work is to devote Volterra-Fredholm integral and integro-

differential equations with their classification. Also, some theorems that grantee  

the existence of a unique solution for the linear Volterra-Fredholm integral and 

integro-differential equations are presented. Moreover, special types of non-

linear Volterra-Fredholm integral and integro-differential equations via Taylor 

expansion method is described.    
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 III

This thesis consists of three chapters. 

 In chapter one, we classify the integral and integro-differential equations 

into linear/nonlinear, Fredholm/Volterra/Volterra-Fredholm, first kind/second 

kind, homogeneous/nonhomogeneous and singular/nonsingular. Also, some 

existence and uniqueness theorems of the solution for the non-singular linear 

Volterra-Fredholm integral and integro-differential equations are given. 

Moreover, some real life applications of integral and integro-differential 

equations are illustrated. 

 In chapter two, we use Taylor expansion method to solve the linear 

Fredholm, Volterra and Volterra-Fredholm integral and integro-differential 

equations. 

 In chapter three, we use Taylor expansion method to solve special types of 

the nonlinear integral and integro-differential equations. These types are in 

which their kernel are product of two functions, the first function depends on two 

variables (the independent variable and its dummy variable) and the second 

function is a power function for the unknown function of these integral and 

integro-differential equations.  

      

             
     



Chapter One                                                                                                                               The Integral and Integro-Differential Equations   

Introduction:- 
Recall that the integral equations are important not only to mathematicians 

but also may be used to model many real life applications in physics, biology 

and engineering, [Hochstadt H., 1973]. 

 This chapter concerns with the integral and integro-differential equations 

with their classification and some real life applications. Also, the existence and 

uniqueness theorems of the solution for special types of the non-singular integral 

and integro-differential equations. 

 

 This chapter consist of three sections. 

 In section one, we gave a classification of the integral and integro-

differential equation. Also, we gave some types of the singular integral 

equations. 

 In section two, we give two theorems for the existence of the unique 

solution for the linear Volterra-Fredholm integral and integro-differential 

equations. 

 In section three, we gave some real life applications for the integral and 

integro-differential equations. 

  

  

 1



Chapter One                                                                                                                               The Integral and Integro-Differential Equations  

1.1 Classification of Integral and Integro-Differential Equations:- 
 An integral equation is an equation in which the unknown function 

appears under one or more integral signs. The integral equations occur naturally 

in many fields of mechanics and mathematical physics, [Jerri A., 1985]. They 

also arise as representation formulas for the solution of differential equations. 

Indeed, a differential equation can be replaced by an integral equation which 

incorporates it’s boundary conditions, [Tricami F., 1985]. 

 An integral equation is called linear in )(xu  if no nonlinear functions of 

the unknown function )(xu  are involved otherwise it is nonlinear, [Chambers L., 

1976]. 

 The general form of the linear integral equation that contains  integral 

operators is  

n

∑ ∫
=

+=
n

i

xb

a
ii

i
dttutxkxgxuxh

1

)(
)(),()()()( λ                                                      (1.1) 

where ,,hg ib  and  are known functions. The function ik g is said to be the 

driving term and  is said to be the i-th kernel function that depends on ik tx, , iλ  

is a scalar parameter,  is a known constant and u  is the unknown function that 

must be determined. 

a

 On the other hand, the general form of the nonlinear integral equation is  

∑ ∫
=

+=
n

i

xb

a
ii

i
dttutxkxgxuxh

1

)(
))(,,()()()( λ                                                          (1.2) 

where ,,hg ,ib ,a iλ  are defined similar to the previous and  is the i-th kernel 

function that depends on 

ik

tx,  and ).(tu      

 An integro-differential equation is an equation in which the unknown 

function appears under integral and derivative signs. The integro-differential 
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equations are the natural mathematical model for representing a physically 

interesting situation, [Linz P., 1985]. 

 The general form of the m-th order linear integro-differential equation that 

contains  integral equations is  n

=∑
=

m

i

i
i xuxh

0

)( )()( ∑ ∫
=

+
n

i

xb

a
ii

i
dttutxkxg

1

)(
)(),()( λ              (1.3) 

where  and  are known functions such that ,, ihg ib ik .0≠mh  The function g is 

said to be the driving term and  is said to be the i-th kernel function, ik iλ  is a 

scalar parameter,  is a known constant and  is the unknown function that 

must be determined. 

a u

On the other hand, the general form of the m-th order nonlinear integro-

differential equation that contains n  integral operators is  

=∑
=

m

i

i
i xuxh

0

)( )()( ∑ ∫
=

+
n

i

xb

a
ii

i
dttutxkxg

1

)(
))(,,()( λ              (1.4) 

where ,, ihg ,ib ,a ui ,λ  are defined similar to the previous and  is the i-th 

kernel function that depends on 

ik

tx,  and ).(tu      

The following equations are special types of equations (1.1)-(1.4) that are 

of main interest: 

 

(I) The Linear Integral and Integro-Differential Equations:- 

 The linear integral and integro-differential equations that contain  linear 

integral operators can be divided into three kinds:-  

n
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(1) The Linear Fredholm Integral and Integro-Differential Equations:- 

 If  where  is a known constant for each  then 

equation (1.1) and equation (1.3) are said to be the general form of the linear 

Fredholm integral equation and the general form of the m-th order linear 

Fredholm integro-differential equation respectively and take the following 

forms:-  

,)( ii bxb = ib ni ,,2,1 …=

∑ ∫
=

+=
n

i

b

a
ii

i
dttutxkxgxuxh

1
)(),()()()( λ , { }i

ni
bxa

≤≤
≤≤

1
max             (1.5) 

and 

∑ ∫∑
==

+=
n

i

b

a
ii

m

i

i
i

i
dttutxkxgxuxh

10

)( )(),()()()( λ , { }i
ni

bxa
≤≤

≤≤
1
max            (1.6)  

respectively.      

 These integral and integro-differential equations can be divided into the 

following types:- 

(a) If 0)( =xh  for each { }i
ni

bxa
≤≤

≤≤
1
max  then equation (1.5) becomes 

∑ ∫
=

−=
n

i

b

a
ii

i
dttutxkxg

1
)(),()( λ , { }i

ni
bxa

≤≤
≤≤

1
max  

and it is said to be the linear Fredholm integral equation of the first kind.  

(b) If 1)( =xh  for each { }i
ni

bxa
≤≤

≤≤
1
max  then equation (1.5) becomes  

∑ ∫
=

+=
n

i

b

a
ii

i
dttutxkxgxu

1
)(),()()( λ , { }i

ni
bxa

≤≤
≤≤

1
max  

and it is said to be the linear Fredholm integral equation of the second kind. 

Also, if equation (1.6) takes the form: 
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∑ ∑ ∫
= =

+=
m

i

n

i

b

a
ii

i
i

i
dttutxkxgxuxh

0 1

)( )(),()()()( λ , { }i
ni

bxa
≤≤

≤≤
1
max  

then it is said to be the m-th order linear Fredholm integro-differential equation 

of the second kind. 

(c) If 0)( =xg  for each { }i
ni

bxa
≤≤

≤≤
1
max  then equations (1.5) and (1.6) becomes 

∑ ∫
=

=
n

i

b

a
ii

i
dttutxkxuxh

1
)(),()()( λ , { }i

ni
bxa

≤≤
≤≤

1
max  

and 

∑ ∫∑
==

=
n

i

b

a
ii

i
m

i
i

i
dttutxkxuxh

1

)(

0
)(),()()( λ , { }i

ni
bxa

≤≤
≤≤

1
max  

are said to be the homogeneous linear Fredholm integral and integro-differential 

equations respectively.      

 

(2) The Linear Volterra Integral and Integro-Differential Equations:- 

If  for some xxbi =)( { }ni ,,2,1 …∈  then equation (1.1) and equation (1.3) 

are said to be the general form of the linear Volterra integral equation and the 

general form of the m-th order linear Volterra integro-differential equation 

respectively. Therefore  

  ,)(),()( ∫−=
x

a
dttutxkxg λ ax ≥  

and 

∫+=
x

a
dttutxkxgxu )(),()()( λ , ax ≥  

 

 5



Chapter One                                                                                                                               The Integral and Integro-Differential Equations  

are said to be the linear Volterra integral equations of the first and second kinds 

respectively. Morever, 

∫=
a

dttutxkxuxh )(),()()( λ a
x

, x ≥  

is said to be the homogeneous linear Volterra integral equation. 

On the other hand, 

∑ ∫
=

+=
m

i

x

a

i
i dttutxkxgxuxh

0

)( )(),()()()( λ , ax ≥   

is said to be the m-th order linear Volterra integro-differential equation of the 

second kind. Also, 

∫∑ =
=

x

a

i
m

i
i dttutxkxuxh )(),()()( )(

0
λ , ax ≥  

is said to be the m-th order homogeneous linear Volterra integro-differential 

equation.     

 

(3) The Linear Volterra-Fredholm Integral and Integro-Differential 

Equations:- 

If ,  and 2=n xxb =)(1 bxb =)(2  where b  is a known constant then 

equation (1.1) and equation (1.3) are said to be the general form of the linear 

Volterra-Fredholm integral equation and the general form of the m-th order 

linear Volterra-Fredholm integro-differential equation respectively. Therefore  

 , ∫ ∫−−=
x

a

b

a
dttutxkdttutxkxg )(),()(),()( 2211 λλ bxa ≤≤   

and 
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∫∫ ++=
b

a

x

a
dttutxkdttutxkxgxu )(),()(),()()( 2211 λλ , bxa ≤≤  

are said to be the linear Volterra-Fredholm integral equations of the first and 

second kinds respectively. Moreover, 

∫∫ +=
b

a

x

a
dttutxkdttutxkxuxh )(),()(),()()( 2211 λλ , bxa ≤≤  

is said to be the homogeneous linear Volterra-Fredholm integral equation. 

On the other hand, 

∫∑ ∫ ++=
=

b

a

m

i

x

a

i
i dttutxkdttutxkxgxuxh )(),()(),()()()( 22

0
11

)( λλ , bxa ≤≤  

is said to be the m-th order linear Volterra-Fredholm integro-differential 

equation of the second kind. Also, 

∫∫∑ +=
=

b

a

x

a

i
m

i
i dttutxkdttutxkxuxh )(),()(),()()( 2211

)(

0
λλ , bxa ≤≤  

is said to be the m-th order homogeneous linear Volterra-Fredholm integro-

differential equation.     

 

(II) The Nonlinear Integral and Integro-Differential Equations:- 

The nonlinear integral and integro-differential equations that contain  

nonlinear integral operators can be divided into three types:-  

n

 

(1) The Nonlinear Fredholm Integral and Integro-Differential Equations:- 

 If  where  is a known constant for each  then 

equation (1.2) and equation (1.4) are said to be the general form of the nonlinear 

Fredholm integral equation and the general form of the m-th order nonlinear 

,)( ii bxb = ib ni ,,2,1 …=
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Fredholm integro-differential equation respectively and take the following 

forms:-  

∑ ∫+=
n b

ii

i
dttutxkxgxuxh ))(,,()()()( λ

=i a1
, { }ibxa

ni≤≤
≤≤

1
max                     (1.7) 

and 

∑ ∫∑
==

+=
n

i

b

a
ii

m

i

i
i

i
dttutxkxgxuxh

10

)( ))(,,()()()( λ , { }i
ni

bxa
≤≤

≤≤
1
max                    (1.8)  

respectively.      

 These integral and integro-differential equations can be divided into the 

following types:- 

(a) If 0)( =xh  for each { }i
ni

bxa
≤≤

≤≤
1
max  then equation (1.7) becomes 

,))(,,()(
1
∑ ∫
=

−=
n

i

b

a
ii

i
dttutxkxg λ  { }i

ni
bxa

≤≤
≤≤

1
max  

and it is said to be the nonlinear Fredholm integral equation of the first kind.  

(b) If 1)( =xh  for each { }i
ni

bxa
≤≤

≤≤
1
max  then equation (1.7) becomes  

∑ ∫
=

+=
n

i

b

a
ii

i
dttutxkxgxu

1
))(,,()()( λ , { }i

ni
bxa

≤≤
≤≤

1
max   

and it is said to be the nonlinear Fredholm integral equation of the second kind. 

Also, if equation (1.8) takes the form: 

∑ ∑ ∫
= =

+=
m

i

n

i

b

a
ii

i
i

i
dttutxkxgxuxh

0 1

)( ))(,,()()()( λ , { }i
ni

bxa
≤≤

≤≤
1
max  

then it is said to be the m-th order nonlinear Fredholm integro-differential 

equation of the second kind. 

 (c) If 0)( =xg  for each { }i
ni

bxa
≤≤

≤≤
1
max  then equations (1.7) and (1.8) becomes 
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∑ ∫
=

=
n

i

b

a
ii

i
dttutxkxuxh

1
))(,,()()( λ , { }i

ni
bxa

≤≤
≤≤

1
max   

and 

∑ ∫∑
==

=
n

i

b

a
ii

i
m

i
i

i
dttutxkxuxh

1

)(

0
))(,,()()( λ , { }i

ni
bxa

≤≤
≤≤

1
max  

are said to be the homogeneous nonlinear Fredholm integral and integro-

differential equations respectively.      

 

(2) The Nonlinear Volterra Integral and Integro-Differential Equations:- 

If  for some xxb j =)( { }nj ,,2,1 …∈  then equation (1.2) and equation (1.4) 

are said to be the general form of the nonlinear Volterra integral equation and the 

general form of the m-th order nonlinear Volterra integro-differential equation 

respectively. Therefore  

  ,))(,,()( ∫−=
x

a
dttutxkxg λ ax ≥  

and 

∫+=
x

a
dttutxkxgxu ))(,,()()( λ , ax ≥  

are said to be the nonlinear Volterra integral equations of the first and second 

kinds respectively. Morever, 

∫=
x

a
dttutxkxuxh ))(,,()()( λ , ax ≥  

is said to be the homogeneous nonlinear Volterra integral equation. 

On the other hand, 
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∑ ∫
=

+=
m

i

x

a

i
i dttutxkxgxuxh

0

)( ))(,,()()()( λ , ax ≥   

is said to be the m-th order nonlinear Volterra integro-differential equation of the 

second kind. Also, 

∫∑ =
=

x

a

i
m

i
i dttutxkxuxh ))(,,()()( )(

0
λ , ax ≥  

is said to be the m-th order homogeneous nonlinear Volterra integro-differential 

equation.     

 

(3) The Nonlinear Volterra-Fredholm Integral and Integro-Differential 

Equations:- 

If  and xxbn == )(,2 1 bxb =)(2  where  is a known constant then 

equation (1.2) and equation (1.4) are said to be the general form of the nonlinear 

Volterra-Fredholm integral equation and the general form of the m-th order 

nonlinear Volterra-Fredholm integro-differential equation respectively. 

Therefore  

b

∫ ∫−−=
x

a

b

a
dttutxkdttutxkxg ))(,,())(,,()( 2211 λλ , bxa ≤≤   

and 

∫∫ ++=
b

a

x

a
dttutxkdttutxkxgxu ))(,,())(,,()()( 2211 λλ , bxa ≤≤  

are said to be the nonlinear Volterra-Fredholm integral equations of the first and 

second kinds respectively. Moreover, 

∫∫ +=
b

a

x

a
dttutxkdttutxkxuxh ))(,,())(,,()()( 2211 λλ , bxa ≤≤   
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is said to be the homogeneous nonlinear Volterra-Fredholm integral equation. 

On the other hand, 

∫∑ ∫ ++=
= ai a

i dttutxkdttutxkxgxuxh ))(,,())(,,()()()( 22
0

11 λλ b
bm x

i)( , xa ≤≤  

is said to be the m-th order nonlinear Volterra-Fredholm integro-differential 

equation of the second kind. Also, 

∫∫∑ +=
=

b

a

x

a

i
m

i
i dttutxkdttutxkxuxh ))(,,())(,,()()( 2211

)(

0
λλ , bxa ≤≤  

is said to be the m-th order homogeneous nonlinear Volterra-Fredholm integro-

differential equation. 

     

Remark (1.1):- 

The integral and integro-differential equations in which the range of 

integration is infinite, or in which the kernel  is discontinuous for some 

 are called singular integral and integro-differential equations 

otherwise are called nonsingular. For examples, the integral and integro-

differential equations 

),( txki

{ ni ,,2,1 "∈ }

  , ∫
∞

=
0

)()sin()( dttuxtxg

   ∫
∞

−+=′
0

,)(3)( dttuexxu xt

  dt
tx

tuxg
x

∫ −
=

0

)()(  

and 
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  ∫ −
+=′

x
dt

tx
tuxxu

0

2 )(5)(  

are singular integral and integro-differential equations. 

If { }nixttxki ,,2,1,
2

cot),( "∈⎟
⎠
⎞

⎜
⎝
⎛ −

=  

in equation (1.1) and equation (1.3) then these equations are said to be linear 

Fredholm singular integral and integro-differential equations with Hilbert kernel. 

Also, if ,
)(
),(),( αtx

txgtxki
−

= α >0, { }ni ,,2,1 "∈                (1.9) 

where g  is a known function of x  and t , then equation (1.1) and equation (1.3) 

are said to be linear Fredholm singular integral and integro-differential equations 

with weakly singular kernel. 

Notice that, if 1=α  in equation (1.9) then equation (1.1) and equation (1.3) are 

said to be linear Fredholm singular integral and integro-differential equations 

with Cauchy kernel. 

 

1.2 Existence and Uniqueness Theorems of the Solution for Linear 

Volterra-Fredholm Integral and Integro-Differential Equations:- 
In this section, we give two theorems for the existence of a unique solution 

of linear Volterra-Freadholm integral and integro-differential equations. These 

theorems are generalization of the theorems that appeared in [Chambes L., 

1976].  

Theorem (1.1):- 

 Consider the linear Volterra-Fredholm integral equation of the second 

kind: 
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,)(),()(),()()(
2

11∫ ∑ ∫
=

++=
x

a

n

i

b

a
ii

i
dttutxkdttutxkxgxu λλ { }i

ni
bbxa

≤≤
=≤≤

2
max        

                     (1.10)            

If 11 ),( Ltxk ≤  for each ,bxta ≤≤≤  ii Ltxk ≤),(  for each bxta ≤≤ , , 

 and ni ,,3,2 …= )a−(
1

bLi

n

i
i∑

=
λ  then equation (1.10) has a unique solution for 

each continuous function g . 

 

Proof:- 

 By rewriting the above equation in an operator equation one can have: 

Tuu =  

where   ∫ ∑ ∫
=

++=
x

a

n

i

b

a
ii

i
dttutxkdttutxkxgTu

2
11 )(),()(),()( λλ

It is known that the set of all continuous functions defined on the interval  

is a complete metric space with the following distance  

],[ ba

)()(sup),( 2121 xuxuuud
bxa

−=
≤≤

  

Next, we show that T  is a contraction mapping. To do this, consider  

=),( 21 TuTud   

∫ ∫ ∑ ∫∑ ∫
==≤≤

−−+
x

a

x

a

n

i

b

a
ii

n

i

b

a
ii

bxa

ii
dttutxkdttutxkdttutxkdttutxk

2
2211

2
1111 )(),()(),()(),()(),(sup λλλλ

 

[ ] [ ]∫ ∑ ∫
=≤≤

−+−=
x

a

n

i

b

a
ii

bxa

i
dttututxkdttututxk

2
212111 )()(),()()(),(sup λλ  
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Therefore 

),( 21 TuTud
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
+−≤ ∫ ∑ ∫

=≤≤

x

a

n

I

b

a
ii

bxa

i
dtLdtLxuxu

2
1121 )()(sup λλ  

                   ⎥
⎦

⎤
⎢
⎣

⎡
−+−−= ∑

=≤≤

n

i
iii

bxa
abLaxLxuxu

2
1121 )()()()(sup λλ  

                  ∑
=

−≤
n

i
ii abLuud

1
21 ).(),( λ  

But ∑
=

<−
n

i
ii abL

1
.1)(λ  Thus T  is a contraction mapping. By using Banach fixed 

point theorem one can have T  has a unique fixed point and hence equation 

(1.10) has a unique solution.  

 

 To illustrate this theorem, consider the following example. 

 

Example (1.1):- 

 Consider the linear Volterra-Fredholm integral equation of the second 

kind: 

∫ ∫++=
x

dttutxdttuxtxgxu
0

2
1

0

2 )(sin)(3)()(  

4
333),(1 ≤== txxttxk ,  

4
1sinsin),( 22

2 ≤== txtxtxk . Therefore 
4
3

1 =L  

and .
4
1

2 =L  But .121 == λλ  Hence  

.1
2
1

2
1

4
1

4
3)(

2

1
<=⎟

⎠
⎞

⎜
⎝
⎛
⎟
⎠
⎞

⎜
⎝
⎛ +=−∑

=
abL

i
iiλ  
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Thus by using theorem (1.1), the above equation has a unique solution for each 

continuous function .g  

 

Theorem (1.2):- 

 Consider the first order linear Volterra-Fredholm integro-differential 

equation: 

{ }i
ni

n

i

b

a
ii

x

a
bbxadttutxkdttutxkxgxu

i

≤≤=
=≤≤++=′ ∑ ∫∫ 22

11 max,)(),()(),()()( λλ      

               (1.11.a) 

together with the initial condition  

α=)(au                (1.11.b) 

If 11 ),( Ltxk ≤  for each bxta ≤≤≤ , ii Ltxk ≤),(  for each bxta ≤≤ ,  and 

 and  ni ,,3,2 …= ( ) 12
11

<

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡

− a
Lλ

2

2
2

+ ∑
= b

L
n

i
iiλ

, then equations (1.11) has a 

unique solution. 

 

Proof:- 

 By integrating both sides of equation (1.11.a) with respect to ,x  one can 

get: 

∑ ∫ ∫∫ ∫ ∫
=

+++=
n

i

x

a

b

a
ii

x

a

x

a

z

a

i
dtdztutzkdtdztutzkdzzgxu

2
11 )(),()(),()()( λλα          (1.12) 

We rewrite equation (1.12) as ,uTu =  where  
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∑ ∫ ∫∫ ∫ ∫
=

+++=
n

i

x

a

b

a
ii

x

a

x

a

z

a

i
dtdztutzkdtdztutzkdzzgTu

2
11 )(),()(),()( λλα  

Next, we show that T  is a contractive mapping. To do this, consider  

=),( 21 TuTud

[ ] [ ]∫ ∑ ∫ ∫∫
=≤≤

−+−
x

a

n

i

x

a

b

a
ii

z

abxa

i
dtdztututzkdtdztututzk

2
212111 )()(),()()(),(sup λλ   

where  

∫ ∫∫ ∫ ∫ ++=
x

a

b

a

x

a

x

a

z

a
dtdztutzkdtdztutzkdzzgTu )(),()(),()( 1221111 λλ   

and 

∫ ∫∫ ∫ ∫ ++=
x

a

b

a

x

a

x

a

z

a
dtdztutzkdtdztutzkdzzgTu )(),()(),()( 2222112 λλ  

),( 21 TuTud      

∫ ∫∑ ∫ ∫ ⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
+−≤

=≤≤

x

a

z

a

n

i

x

a

b

a
ii

bxa
dtdzdtdzLLxuxu

i

2
1121 )()(sup λλ  

( )
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
−−+⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛ −
= ∑

=

n

i
iii abLaxaxLuud

2

2

1121 )()(
2

),( λλ  

( ) ( )
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
−+

−
≤ ∑

=

2

2

2

1121 2
),( abLabLuud

n

i
iiλλ

( ) ),(
2

2

21
22

11
uudab

LL
n

i
ii

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡

−
+

=
∑
=
λλ

.But ( )

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡

−

+ ∑
= 22

11

2

2
ab

LL
n

i
iiλλ

<1, 

therefore T  is a contractive mapping. By using Banach fixed point theorem, T  

has exactly one fixed point and hence equations (1.11) has a unique solution.  
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1.3 Some Real Life Applications for Integral and Integro-

Differential Equations:- 
 In this section, we give some real life applications for the integral and 

integro-differential equations namely, Human population and the Contact 

problem for applications of the integral equations and nuclear reactor dynamics 

and Electricity for applications of the integro-differential equations. 

 

(a) Human population, [Jerri A., 1985]:- 

 Let the number of people presented at time 0=x  be  If we look at the 

survival or insurance tables, we find that there is some sort of a survival function 

.0n

)(xf  which gives the fraction of people surviving to age .x  It is assumed that 

these people are either male or female. The surviving population  at time )(xns x  

is  

)()( 0 xfnxns =                 (1.13) 

where  .)0()0( 00 nfnns ==

Under normal circumstances there is a continuous addition to the 

population through new births. If children are born at an average rate )(xr , then 

in a particular time interval τiΔ  about the time ,iτ  there are ττ iir Δ)(  children 

added who, if they survive, will be of age ix τ−  at time x . A fraction )i(xf τ−  

of these children will survive to age ,ix τ−  so the final addition to the 

population at time x , from the children born in the interval τiΔ  about time ,iτ  is  

τττ iii rxf Δ− )()(  

Now if this process is repeated for all the  subintervals of the time 

interval 

m

),0( x , we obtain the partial sum 
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∑
=

Δ−=
m

i
iiim rxfxb

1
)()()( τττ                         (1.14) 

as the number of people added through new births which, if passed to the limit, 

becomes the integral  

∫ −=
x

drxfxb
0

)()()( τττ                         (1.15) 

If this is added to  in equation (1.13) (the survivors of the initial 

population), we obtain the total population at time 

)(xns

x  as 

∫ −+=+=
x

s drxfxfnxbxnxn
0

0 )()()()()()( τττ                   (1.16) 

It is reasonable now to assume that the rate of birth )(xr  is proportional to )(xn , 

the number of the population present at time x , 

)(xr = )(xnk                  (1.17) 

From equations (1.16) and (1.17) it follows that  

∫ −+=
x

dnxfkxfnxn
0

0 )()()()( τττ              (1.18) 

which is a Volterra integral equation of the second kind in )(xn  with a difference 

kernel ).( τ−xfk       

 

(b) The Contact problem, [Badr A., 2000]:- 

Consider the semi-symmetric problem, when the tangent force )(xq  is 

related with the normal pressure )(xp  in the contact region of the two surfaces, 

by the relation: 

    )()( 1 xpkxq =

 18
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where  is the friction coefficient. Also, the normal stress 1k xtτ  with the tangent 

stress tσ  satisfying the relation: 

  txt k στ 1=  

For the displacement components  and  in the t-direction we have the 

relation: 

*
1v

*
2v

2

*
2

1

*
1 )(,)(

G
xq

dx
dv

G
xq

dx
dv

==               (1.19) 

where  and  are the displacement compressible materials of two surfaces 

 and  respectively. Such problem reduces to the following integral 

equation: 

1G 2G

)(x)(1 xg 2g

)()()()()( 21

1

10
21

21

21
2 xgxgdttutxkvvdttu

GG
GGk

x
−−=⎟

⎠
⎞

⎜
⎝
⎛ −

++
+

∫∫
−

δ
λ

, 

 for   ),0[ ∞∈λ ,  ∫
∞

∞−

= dueutk iut
π

tanh
2
1)(   

under the condition:  

∫
−

==−∞<=
1

1
(,0)1()1(,)( puupdttu  is constant  )

where the contact domain between the two surfaces  and ,)(1 xg )(2 xg δ  is the 

rigid displacement under the action of a force p ,  is a physical constant, 2k k  is 

the discontinuous kernel of the problem with singularity at the point tx = , and 

)2,1(1 2
=

−
= i

E
v

i

i
i π

μ , 1μ , 2μ  are Poisson’s coefficients and ,  are Young 

coefficients and u  is the unknown potential function which is continuous 

through the interval of integration [-1,1]. The kernel can be written in the 

following form: 

1E 1E

 19



Chapter One                                                                                                                               The Integral and Integro-Differential Equations  

  
4

tanhlntanh
2
1)( tdueutk iut π

π
−== ∫

∞

∞−

 

If ∞→λ  and the term ⎟
⎠
⎞

⎜
⎝
⎛ −

λ
tx  is very small, such that it satisfies the condition 

, then we have zz ≈tanh

⎟
⎠
⎞

⎜
⎝
⎛ =−=

π
λπ 4ln,ln

4
tanhln ddtt              (1.20) 

Hence, equation (1.19) with the aid of equation (1.20) can be adapted in the form 

)()(]ln[)( *

0

1

1
xgdttudxtvdttu

x
=+−−+∫ ∫

−

            (1.21) 

where 

  
)(
)]()([)(,

)(
)(

212

2121*

212

2121
GGk

GGxgxgxg
GGk

GGvvv
+

−−
=

+
+

=
δ  

x , one can get Differentiating equation (1.21) with respect to 

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
==

−
+ ∫

− dx
xgdxgxgdt

xt
tuvxu )()(),()()(

*1

1
            (1.22) 

Equation (1.27) represents a Fredholm integral equation of the second kind with 

Cauchy singular kernel. 

 

(c) Nuclear reactor dynamics, [Linz P., 1985]:- 

 The relation between the temperature of the reactor ),( txβ  and the power 

produced ),(tu  can be described by the rather complication set of equations: 

∞<<∞−= ∫
∞

∞−

xdttxx
dx

xdu ,),()()( βα  
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0,),()(),(),(
2

2
>∞<<∞−+

∂

∂
=

∂
∂ txtuxe

t
tx

x
tx ββ  

Additional conditions will be taken as: 

)()0,(,0)0( xfxu == β   

and  

0),(lim),(lim =
∂
∂

=
±∞→±∞→

tx
x

tx
xx

ββ . 

The first equation expresses the power production as a function of the 

temperature and the second equation is simply a diffusion equation with an 

added source term due to the power generated by the reactor. 

By some more manipulation, and applying the full Fourier transform to second 

equation and using integration by parts with condition at infinity, the Fourier 

transform ),( twB  satisfies: 

)()(),(),( 2 wEtutwBw
x

twB
+−=

∂
∂  

together with the initial condition: 

)()0,( wFwB =  

 After using inverse Fourier transform in the solutions of the above 

differential equation and by substituting the result ),( txβ  into first equation and 

exchanging order of integration, one can obtain: 

∫ ∫

∫ ∫ ∫
∞

∞−

∞

∞−

−−

∞

∞−

∞

∞−

−−− +=

dxdwwFeex

dxdwdtwEeextu
dx

xdu

xwiwx

x
txwiwx

)()(
2
1

)()()(
2
1)(

2

2

0

)(

α
π

α
π

  

This equation can be written in the explicit form: 
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 22

∫ +=
x

xgdttutxk
dx

xdu

0
)()(),()(                                                                          (1.23) 

where ∫
∞

∞−

−−−−= ,)()(),( )(2
dwewEwAtxk txw   

and dwewFwAxg xw∫
∞

∞−

−−−=
2

)()()(  

where EA,  and are Fourier transforms to F ,α  e  and f  respectively. Equation 

(1.23) represents a first order linear Volterra integro-differential equation of the 

second kind. 

 

(d) Electricity, [Burton T., 1983]:- 

 If a single-loop circuit contains resistance ,R  capacitance C  and L  with 

impressed voltage E , then the basic series circuit equation is  

0),()(1)( ≥=++ xxExq
c

xRI
dx
dIL  

where the current is defined by 
dx
dq

=I . Therefore   

0,)()(
0

0 ≥+= ∫ xdIqxq
x

ξξ  

where  is the initial charge on capacitor. Thus  0q

0),()(1)()(

0
0 ≥=

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
+++ ∫ xxEdIq

c
xRI

dx
xdIL

x
ξξ   

which is a first order linear Volterra integro-differential equation of the second 

kind.  



Chapter Two                                                   Taylor Expansion Method for Solving the Linear Integral and Integro-Differential Equations               

Introduction:- 
 It is known that, when a Taylor series is truncated to a finite number of 

terms the result is a Taylor polynomial. This Taylor polynomial is used to 

approximate functions numerically, [Taylor B., 1985]. 

 Taylor expansion method can be used to solve the linear Fredholm integral 

equations of the second kind, [Kanwal R. and Liv K., 1989].  

 The aim of this chapter is to use Taylor expansion method to solve the 

homogenous linear Fredholm integral equations. Also we use this method to 

solve the linear Volterra-Fredholm integral and integro-differential equations. 

 This chapter consist of two sections. 

 In section one, we use Taylor expansion method to solve the linear 

homogenous and nonhomogenous Fredholm integral equations. Also this method 

can be also used to solve the linear Volterra integral equations of the second kind 

and the linear Volterra-Fredholm integral equations of the second kind that 

contains two integral operators. 

 In section two, we will solve the same types by using the same method 

followed in section one but in the linear integro-differential equations and we 

gave some examples of this types. 
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2.1 Taylor Expansion Method for Solving the Linear Integral 

Equations:- 
 In this section, we use Taylor expansion method to solve the linear 

Fredholm, Volterra and Volterra-Fredholm integral equations with some 

illustrative examples. 

 

2.1.1 Taylor Expansion Method for Solving the Linear Fredholm Integral 

Equations:- 

 As seen before, [Kanwal R. and Liv K., 1989] used Taylor expansion 

method for solving the non-homogeneous linear Fredholm integral equations. 

In this section, we use the same method to solve the homogenous linear 

Fredholm integral equations. To do this, first consider the linear Fredholm 

integral equation of the second kind: 

∫+=
b

a
dttutxkxgxu ,)(),()()( λ bxa ≤≤               (2.1) 

Assume that the solution u  can be approximated in terms of Taylor polynomials 

of the form: 

( ) bcacxcu
i

xuxu ii
n

i
≤≤−=≈ ∑

=
,)(

!
1)()( )(

0

*               (2.2) 

which is a Taylor polynomial of degree  at n cx =  and  are 

the unknown coefficients that must be determined. 

nicu i ,,1,0),()( …=

Therefore  

∑
=

=≈
n

i
i tziwtutu

0

* )()()()(                                    (2.3) 

where )(
!
1)( )( cu
i

iw i=  and ( ) .,,1,0,)( nicttz i
i …=−=     
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By substituting equation (2.3) into equation (2.1) one can get: 

∑ ∫+=
n b

i dttztxkiwxgxu )(),()()()( λ
=i a0

 

To find the approximated solution of equation (2.1), we differentiate the above 

equation j-times with respect to x  to get: 

njdttztxk
x

iwxgxu i
n

i

b

a
j

j
jj ,,1,0,)(),()()()(

0

)()( …=
∂

∂
+= ∑ ∫

=
λ  

and hence 

dttztxk
x

iwcgcu
n

i

b

a
i

cx
j

j
jj ∑ ∫

= =
⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

∂

∂
+=

0

)()( )(),()()()( λ   

( ) dtcttxk
x

cu
i

cg
n

i

b

a

i

cx
j

j
ij ∑ ∫

= =
⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
−

∂

∂
+=

0

)()( ),()(
!

1)( λ  

njkcu
i

cg
n

i
ji

ij ,,1,0,)(
!

1)(
0

,
)( …=+= ∑

=
λ      

where 

( ) njidtcttxk
x

k i
b

a cx
j

j

ji ,,1,0,,),(, …=−⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

∂

∂
= ∫

=

             (2.4) 

Therefore from equation (2.4) one can obtain the following linear system: 

GYKU =− λ                  

where 

,

)(

)(
)(

)( ⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡
′

=

cu

cu
cu

U

n
#

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡
′

=

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

=

)(
!

1

)(
)(

,
)(

,,1,0

1,1,11,0

0,0,10,0

cu
n

cu
cu

Y

kkk

kkk
kkk

K
n

nnnn

n

n

#

"
#%##

"
"
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and   . 

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡
′

=

)(

)(
)(

)( cg

cg
cg

G

n
#

The above system can be rewritten as  

GUK =*                              (2.5) 

where  

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

−
−

−−−−

−
−

−−−−

−
−

−−−−

−
−

−−−−

−
−

−−−−

=

−

−−−−−−

−

−

−

nnnnnnn

nnnnnnn

nn

nn

nn

k
n

k
n

kkk

k
n

k
n

kkk

k
n

k
n

kkk

k
n

k
n

kkk

k
n

k
n

kkk

K

,,1,2,1,0

1,1,11,21,11,0

2,2,12,22,12,0

1,1,11,21,11,0

0,0,10,20,10,0

*

!
11

)!1(
1

!2
1

!
1

)!1(
11

!2
1

!
1

)!1(
1

!2
11

!
1

)!1(
1

!2
11

!
1

)!1(
1

!2
11

λλλλλ

λλλλλ

λλλλλ

λλλλλ

λλλλλ

…

…
##%###

…

…

…

 

                    (2.6)  

This linear system can be solved by any suitable method to find the values of 

These values are substituted in equation (2.2) to get the 

approximated solution of equation (2.1) . 

).(,),(),( )( cucucu n…′

Second, consider the homogenous linear Fredholm integral equation of the 

second kind: 

∫ ≤≤=
b

a
bxadttutxkxu ,)(),()( λ                            (2.7) 

Assume that the solution u  can be approximated as in equation (2.2). In this 

case, equation (2.7) can be written as 
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∑ ∫
=

=
n

i

b

a
i dttztxkiwxu

0
)(),()()( λ  

where  are defined previously. Therefore  izw,

 njdttztxk
x

iwxu i
n

i

b

a
j

j
j ,,1,0,)(),()()(

0

)( …=
∂

∂
= ∑ ∫

=
λ  

and this implies that  

njk
i

cucu ji
n

i

ij ,,1,0,
!
1)()( ,

0

)()( …== ∑
=

λ  

where 

( ) njidtcttxk
x

k i
b

a cx
j

j

ji ,,1,0,,),(, …=−⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

∂

∂
= ∫

=

             (2.8) 

Therefore from the above equation one can obtain the following homogenous 

linear system: 

( ) 0=−Ι UKλ                   (2.9) 

where  is the  identity matrix, Ι )1()1( +×+ nn

⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

=

nnnn

n

n

k
n

kk

k
n

kk

k
n

kk

K

,,1,0

1,1,11,0

0,0,10,0

!
1

!
1
!

1

"
#%##

"

"

 and   .

)(

)(
)(

)( ⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡
′

=

cu

cu
cu

U

n
#

It is clear that 0=U  for any values of λ . But if  

0=−Ι Kλ                  (2.10) 

then λ  is said to be the generalized eigenvalue of the pair of matrices ).,( KΙ  So 

by solving the above characteristic equation one can get the values of λ  which 

can be substituted into equation (2.9) to find the corresponding eigenvectors .U   
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 To illustrate this method, consider the following examples.   

   

Example (2.1):- 

 Consider the linear Fredholm integral equation of the second kind: 

∫+=
1

0

222 ,)(
5
4)( dttutxxxu 10 x                       (2.11) ≤ ≤

 We solve this example by using Taylor expansion method. To do this, 

assume that the solution u  can be approximated in terms of Taylor polynomials 

of the form: 

i
i

i
xu

i
xu ⎟

⎠
⎞

⎜
⎝
⎛ −⎟
⎠
⎞

⎜
⎝
⎛≈ ∑

= 2
1

2
1

!
1)( )(

2

0

2

2
1

!2
2
1

2
1

2
1

2
1

⎟
⎠
⎞

⎜
⎝
⎛ −
⎟
⎠
⎞

⎜
⎝
⎛′′

+⎟
⎠
⎞

⎜
⎝
⎛ −⎟
⎠
⎞

⎜
⎝
⎛′+⎟

⎠
⎞

⎜
⎝
⎛= x

u
xuu .  

which is a Taylor polynomial of degree 2 at 
2
1

=x  and 2,1,0,
2
1)( =⎟
⎠
⎞

⎜
⎝
⎛ iu i  are the 

unknown coefficients that must be determined . 

Moreover since 2
5
4)( xxg =  then xxg

5
8)( =′   and 

5
8)( =′′ xg . 

Thus 

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

=

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

⎟
⎠
⎞

⎜
⎝
⎛′′

⎟
⎠
⎞

⎜
⎝
⎛′

⎟
⎠
⎞

⎜
⎝
⎛

=

5
8
5
4
5
1

2
1
2
1
2
1

g

g

g

G . 

 Next, we substitute 2,1,0, =ji  in equation (2.4) to get: 

,
48
1

2
1,

2
1,

12
1,

2
1 1

0
0,1

1

0
0,0 ∫∫ =⎟

⎠
⎞

⎜
⎝
⎛ −⎟
⎠
⎞

⎜
⎝
⎛==⎟

⎠
⎞

⎜
⎝
⎛= dtttkkdttkk  
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,
3
1),(,

120
1

2
1,

2
1 1

0 2
1

22
1

0 2
11,0

1

0

2

0,2 =
∂
∂

=
∂
∂

==⎟
⎠
⎞

⎜
⎝
⎛ −⎟
⎠
⎞

⎜
⎝
⎛= ∫∫∫

==
dttx

x
dttxk

x
kdtttkk

xx
 

,
12
1

2
1

2
1),(

1

0 2
1

22
1

0 2
11,1 =⎟

⎠
⎞

⎜
⎝
⎛ −

∂
∂
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⎠
⎞

⎜
⎝
⎛ −

∂
∂
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==

dtttx
x

dtttxk
x

k
xx

 

6
1

2
1

2
1),(

,
3
2),(

,
30
1

2
1

2
1),(

1

0
2
1

22
2

21

0
2
12

2

2,1

1

0
2
1

22
2

21

0
2
12

2

2,0

21

0 2
1

22
21

0 2
11,2

=⎟
⎠
⎞

⎜
⎝
⎛ −

∂

∂
=⎟

⎠
⎞

⎜
⎝
⎛ −

∂

∂
=

=
∂

∂
=

∂

∂
=

=⎟
⎠
⎞

⎜
⎝
⎛ −

∂
∂

=⎟
⎠
⎞

⎜
⎝
⎛ −

∂
∂

=

∫∫

∫∫

∫∫

==

==

==

dtttx
x

dtttxk
x

k

dttx
x

dttxk
x

k

dtttx
x

dtttxk
x

k

xx

xx

xx

 

and 

 .
15
1

2
1

2
1),(

1

0

2

2
1

22
2

221

0
2
12

2

2,2 ∫∫ =⎟
⎠
⎞

⎜
⎝
⎛ −

∂

∂
=⎟

⎠
⎞

⎜
⎝
⎛ −

∂

∂
=

==

dtttx
x

dtttxk
x

k
xx

 

Thus 

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

=
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1

6
1

3
2
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3
1
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1
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1

K  and .

30
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12
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3
2
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1
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3
1
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1
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1

12
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*

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

−−

−−

−−

=K  

Hence, equation (2.5) becomes  

  

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

=

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

⎟
⎠
⎞

⎜
⎝
⎛′′

⎟
⎠
⎞

⎜
⎝
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⎟
⎠
⎞

⎜
⎝
⎛

⎥
⎥
⎥
⎥
⎥
⎥

⎦
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⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

−−

−−
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5
8
5
4
5
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2
1
2
1
2
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30
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6
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3
2
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3
1
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u

u

u
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Then the solution of this linear system is 1
2
1,

4
1

2
1

=⎟
⎠
⎞

⎜
⎝
⎛′=⎟

⎠
⎞

⎜
⎝
⎛ uu  and 2

2
1

=⎟
⎠
⎞

⎜
⎝
⎛′′u . 

Thus  is the approximated solution of equation (2.11). Notice that, this 

solution is the exact solution of equation (2.11).  

2)( xxu ≈

 

Example (2.2):- 

Consider the linear Fredholm integral equation of the second kind: 

∫+−+=
1

0

33 ,)())1sin()1(cos(sin)( dttutxxxxu 10 ≤≤ x           (2.12) 

This example is constructed such that the exact solution of this it is .sin)( xxu =  

Assume that the solution u  can be approximated in terms of Taylor polynomials 

of the form: 

ii

i
xu

i
xu )0(

!
1)( )(

1

0
∑
=

≈ xuu )0()0( ′+= . 

which is a Taylor polynomial of degree 1 at 0=x  and  are the 

unknown coefficients that must be determined. Moreover since 

 then            

1,0),0()( =iu i

)).1sin()1(cos( −))1sin()1(cos(sin)( 3 −+= xxxg 3)( 2=′ xxg cos +x

Thus . ⎥
⎦

⎤
⎢
⎣

⎡
=⎥

⎦

⎤
⎢
⎣

⎡
′

=
1
0

)0(
)0(

g
g

G

 Next, we substitute 1,0, =ji  in equation (2.4) to get: 

0),(

,0),0(,0),0(

1

0 0

3
1

0 0
1,0

1

0
0,1

1

0
0,0

=
∂
∂

=
∂
∂

=

====

∫∫

∫∫

==
dttx

x
dttxk

x
k

dtttkkdttkk
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and  
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.0),(
1

0 0

3
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0 0
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∂
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∂
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dtttx
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dtttxk
x

k
xx

 

Thus  and  ⎥
⎦

⎤
⎢
⎣

⎡
=

00
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K .
10
01*
⎥
⎦

⎤
⎢
⎣

⎡
=K

Hence, equation (2.5) becomes  

  ⎥
⎦

⎤
⎢
⎣

⎡
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⎤
⎢
⎣

⎡
′⎥
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⎢
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1
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)0(
)0(
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u
u

 . 

Then the solution of this linear system is 0)0( =u  and 1)0( =′u . Thus xxu ≈)(  is 

the approximated solution of equation (2.12). By substituting this approximated 

solution into the right hand side of equation (2.12) one can get:  

.)(

)1sin()1cos(
3
1sin)())1sin()1(cos(sin

1

0

333

xxu

xxdttutxxx

≈≠

⎟
⎠
⎞

⎜
⎝
⎛ −++≈+−+ ∫   

So, we must increase the value of  . Therefore let n ,2=n  then the approximated 

solution of equation (2.12) takes the form:   

.
!2

)0()0()0()(
2xuxuuxu ′′+′+≈  

Moreover since   ))1sin()1(cos(3cos)( 2 −+=′ xxxg

then ))1sin()1(cos(6sin)( −+−=′′ xxxg .          

Thus . 
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 Next, we substitute 2,1,0, =ji  in equation (2.4) to get: 

,0),0(,0
1

0

2
0,20,10,0 ∫ ==== dtttkkkk  
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,0),(,0 2
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and 
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Thus  and  
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Hence, equation (2.5) becomes 

  . 
⎥
⎥
⎥
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⎢
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⎡
=

⎥
⎥
⎥
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u
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u

Then the solution of this linear system is 0)0()0( =′′= uu  and . Thus 1)0( =′u

xxu ≈)(  is the approximated solution of equation (2.12). But this solution is not 

sufficient satisfactory. So we must increase the value of  . Therefore let n ,3=n  

then the approximated solution of equation (2.12) takes the form:  

.
!3

)0(
!2

)0()0()0()(
32 xuxuxuuxu ′′′+′′+′+≈   

 By following the same previous steps, the system given by equation (2.5) 

becomes  
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⎥
⎥
⎥
⎥
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⎥
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⎥
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⎥
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−−− ))1sin()1(cos(61
0
1
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5
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4
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u
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u

 . 

Then the solution of this linear system is 0)0()0( =′′= uu , 1)0( =′u  and 

009.1))1sin()1(cos(
2

15
4
5)0( −≈−+=′′′u . Thus 

!3
009.1)( xxu −≈

.9,,5,4 …

3x  is the 

approximated solution of equation (2.12). This solution is also not sufficient 

satisfactory. So we must increase the value of  . The following table shows that 

the approximated solutions of equation (2.12) for 

n

=n  

                             Table (2.1) represents the approximated solutions of equation (2.12) for  

                                                                   different values of n  

)(* xun   

4 
!3

009.1
3xx −  

5 
!5!3

53 xxx +−  

6 
!5!3

53 xxx +−  

7 
!7!5!3

987.0
753 xxxx −+−  

8 
!7!5!3

987.0
753 xxxx −+−  

9 
!9!7!5!3

987.0
9753 xxxxx +−+−  
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From this table, for  the approximated solution of equation (2.12) takes the 

form: 

,9=n

.
!9!7!5!3

987.0)(
9753 xxxxxxu +−+−≈  

By substituting this approximated solution into the right hand side of equation 

(2.12) one can get:  

.
!9!7!5!3

987.0)(

10333.4sin)())1sin()1(cos(sin

9753

34
1

0

33

xxxxxxu

xxdttutxxx

+−+−≈≈

×+≈+−+ −∫
 

 

Example (2.3):- 

Consider the homogeneous linear Fredholm integral equation: 

∫ ⎟
⎠
⎞

⎜
⎝
⎛ +=

1

0

2 ,)(
9

16)( dttutxxu λ 10 ≤≤ x                                 (2.13) 

We solve this example by using Taylor expansion method. To do this, 

assume that the solution u  can be approximated in terms of Taylor polynomials 

of the form: 

xuuxu )0()0()( ′+≈ . 

Next, we substitute 1,0, =ji  in equation (2.8) to get: 

,
27
16

9
16),0(,

9
8

9
16),0(

1

0

1

0

2
1,0

1

0

1

0
0,0 ∫ ∫∫ ∫ ====== dttdtttkkdttdttkk  

0),(
1

0 0
0,1 =

∂
∂

= ∫
=

dttxk
x

k
x

 and .0),(
1

0 0
1,1 =

∂
∂

= ∫
=

dtttxk
x

k
x
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Thus 
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
=

10
27
16

8
9

K . In this case, equation (2.10) becomes 

0
10
27
16

8
91 =−−=−Ι λλλK  

and this implies that 
8
9

=λ . By substituting 
8
9

=λ  into equation (2.9) one can 

obtain the following linear system: 

⎥
⎦

⎤
⎢
⎣

⎡
=⎥

⎦

⎤
⎢
⎣

⎡
′⎥

⎥
⎦

⎤

⎢
⎢
⎣

⎡ −
0
0

)0(
)0(

10
3
20

u
u

.  

which has the solution 0)0( =′u . Therefore 0)0(),0()( ≠≈ uuxu  is the 

approximated eigenfunction of the pair of operators ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
⎜
⎝
⎛ +Ι ∫

1

0

2, x ⎟
⎠
⎞.

9
16 dtt  

corresponding to the generalized eigenvalue 
8
9

=λ . By substituting ( ))(t,uλ  into 

the right hand side of equation (2.13) one can get: 

).0()(

)0(
8
9

8
9

9
16)0(

8
9)(

9
16

2

1

0

1

0

22

uxu

ux

dttxudttutx

≈≠

⎟
⎠
⎞

⎜
⎝
⎛ +=

⎟
⎠
⎞

⎜
⎝
⎛ +≈⎟

⎠
⎞

⎜
⎝
⎛ +∫ ∫λ

   

So, we must increase the value of  . Therefore let n ,2=n  then the approximated 

solution of equation (2.12) takes the form:   

.
!2

)0()0()0()(
2xuxuuxu ′′+′+≈  

 By substituting 2,1,0, =ji  in equation (2.8) one can get: 
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⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡

=

3
112
000
9
2

27
16

9
8

K . 

In this case, equation (2.10) becomes 

0

3
112

010
9
2

27
16

9
81

=

−−−

−−−

=−Ι

λλλ

λλλ

λK  

and this implies that 91 −=λ  and 
4
3

2 =λ . 

By substituting these values into equation (2.9) one can get the following linear 

systems: 

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

′′
′

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡

0
0
0

)0(
)0(
)0(

4918
010

2
3

169

u
u
u

  

and 

  
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

′′
′

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡

−−

−−

0
0
0

)0(
)0(
)0(

4
3

4
3

2
3

010
6
1

9
4

3
1

u
u
u

 

respectively. The solution of these systems are  

0)0(,

2
9

0
1

)0(
)0(

2
9

0
)0(

1 ≠

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

−

=

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

−

= uu
u

u
U    

and  
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0)0(,
2
0
1

)0(
)0(2

0
)0(

2 ≠
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
= uu

u

u
U  

respectively. Therefore 91 −=λ  and 
4
3

2 =λ  are the generalized eigenvalues 

corresponding to the eigenfunctions  

0)0(,)0(
4
9)0()( 2

1 ≠−= uxuuxu    

and 

0)0(,)0()0()( 2
2 ≠+= uxuuxu   

respectively.  

By substituting the eigenvalues 91 −=λ  and 
4
3

2 =λ   and the corresponding 

eigenfunctions  and  into the right hand side of equation (2.13) one can 

have: 

1u 2u

).(
4
91)0(

4
91

9
16)0(9)(

9
16

1

2

2
1

0

1

0

2
1

2
1

xu

xu

ttxudttutx

≈

⎟
⎠
⎞

⎜
⎝
⎛ −=

⎟
⎠
⎞

⎜
⎝
⎛ −⎟
⎠
⎞

⎜
⎝
⎛ +−≈⎟

⎠
⎞

⎜
⎝
⎛ +∫ ∫λ

 

and 

 

( )
( )
).(
1)0(

1
9

16)0(
4
3)(

9
16

2

2

2
1

0

1

0

2
2

2
2

xu
xu

dtttxudttutx

≈
+=

+⎟
⎠
⎞

⎜
⎝
⎛ +≈⎟

⎠
⎞

⎜
⎝
⎛ +∫ ∫λ
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Therefore ⎟
⎠

⎞
⎜
⎝

⎛
⎟
⎠
⎞

⎜
⎝
⎛ −− 2

4
91)0(,9 xu  and ( )⎟

⎠
⎞

⎜
⎝
⎛ + 21)0(,

4
3 xu  are the exact eigenpair of 

the pair of operators ⎟
⎟
⎠

⎞
⎜
⎜ .   
⎝

⎛
⎟
⎠
⎞

⎜
⎝
⎛ +Ι ∫

1

0

2 .
9

16, dttx

 

2.1.2 Taylor Expansion Method for Solving the Linear Volterra Integral 

Equations:- 

Consider the linear Volterra integral equation of the second kind: 

∫+=
x

a
dttutxkxgxu ,)(),()()( λ  ax ≥              (2.14) 

Assume that the solution u  can be approximated in terms of Taylor polynomials 

of the form: 

( )ii
n

i
cxcu

i
xuxu −=≈ ∑

=
)(

!
1)()( )(

0

* ,             (2.15) ac ≥

which is a Taylor polynomial of degree n  at ,cx =  and  are 

the unknown coefficients that must be determined. By substituting equation 

(2.15) in equation (2.14) one can get: 

nicu i ,,1,0),()( …=

∑ ∫
=

+=
n

i

x

a
i dttztxkiwxgxu

0
)(),()()()( λ  

where  and  are defined previously. w iz

Then by differentiating the above equation j-times with respect to x  one can 

have: 

tdtztxk
dx
diwxgxu

n

i

x

a
ij

j
jj ∑ ∫

=
+=

0

)()( )(),()()()( λ  

Hence 
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njkcu
i

cgcu
n

i
ji

ijj ,,1,0,)(
!
1)()(

0
,

)()( …=+= ∑
=

λ                         (2.16) 

where 

( ) njidtcttxk
dx
dk

cx

i
x

a
j

j

ji ,,1,0,,),(, …=
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
−=

=
∫                                        (2.17) 

Therefore from equation (2.17) one can get the following linear system: 

GKYU =− λ           

where  

,

)(

)(
)(

)( ⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡
′

=

cu

cu
cu

U

n
#

,

,,1,0

1,1,11,0

0,0,10,0

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

=

nnnn

n

n

kkk

kkk
kkk

K

"
#%##

"
"

 

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡
′

=

)(
!

1

)(
)(

)( cu
n

cu
cu

Y
n
#  

and   .

)(

)(
)(

)( ⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡
′

=

cg

cg
cg

G

n
#

The above system can be rewritten as 

GUK =*                   (2.18) 

where *K  is defined by equation (2.6).  

This linear system can be solved by any suitable method to find the values of 

These values are substituted in equation (2.15) to get the 

approximated solution of equation (2.14) . 

).(,),(),( )( cucucu n…′
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Remark (2.1):- 

 In equation (2.15), if ,ac =  then by substituting ax =  in equation (2.14) 

one can get ).()( agau =  In this case, the values of  can 

be obtained by solving the linear system 

)(,),( )( auau n…),( ua ′′′

111 GUK =                  (2.19) 

where 

⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

−−−

−−−

−−−

=

nnnn

n

n

k
n

kk

k
n

kk

k
n

kk

K

,,2,1

2,2,22,1

1,1,21,1

*
1

!
11

!2
1

!
1

!2
11

!
1

!2
11

λλλ

λλλ

λλλ

…
#%##

…

…

, 

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡
′′
′

=

)(

)(
)(

)(

1

au

au
au

U

n
#

 and .

)()(

)()(
)()(

,0
)(

2,0

1,0

1

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

+

+′′
+′

=

aukag

aukag
aukag

G

n
n λ

λ
λ

#
 

 

To illustrate this method, consider the following example. 

   

Example (2.4):- 

 Consider the linear Volterra integral equation of the second kind:  

( )∫ −++−−++
−

=
x

dttutxxxxxxxu
1

2345 )(
10
13

12
1

2
9

3
1

20
1)(           (2.20)     

 We solve this example by using Taylor expansion method. To do this, 

first, assume that the solution  can be approximated in terms of Taylor 

polynomials of the form: 

u
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( ) ( ) ( )32 1
!3

)1(1
!2

)1(1)1()1()( −
′′′

+−
′′

+−′+≈ xuxuxuuxu . 

which is a Taylor polynomial of degree 3 at 1=x  and  are the 

unknown coefficients that must be determined . 

3,2,1,0),1()( =iu i

Moreover since =)(xg
10
13

12
1

2
9

3
1

20
1 2345 +−−++

− xxxxx  then .2)1( −=g  

Thus the above approximated solution of equation (2.19) becomes 

( ) ( ) ( ) .1
!3

)1(1
!2

)1(1)1(2)( 32 −
′′′

+−
′′

+−′+−≈ xuxuxuxu  

Since ,
12
193

3
4

4
1)( 234 −−++

−
=′ xxxxxg    964)( 23 −++−=′′ xxxxg

and  thus ,683)( 2 ++−=′′′ xxxg 0)1(,5)1( =′′−=′ gg  and .11)1( =′′′g         

 Next, we substitute  and 3,2,1,0=i 3,2,1=j  into equation (2.17) one can 

have: 

,0)1()(,0)(
11

1,1
11

1,0 =
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
−−==

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
−=

==
∫∫

x

x

x

x
dtttx

dx
dkdttx

dx
dk  

,0)1()(,0)1()(
11

3
1,3

11

2
1,2 =

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
−−==

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
−−=

==
∫∫

x

x

x

x
dtttx

dx
dkdtttx

dx
dk  

,1)(
11

2

2

2,0 =
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
−=

=
∫

x

x
dttx

dx
dk ,0)1()(

11
2

2
2,1 =

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
−−=

=
∫

x

x
dtttx

dx
dk  

,0)1()(,0)1()(
11

3
2

2
2,3

11

2
2

2
2,2 =

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
−−==

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
−−=

==
∫∫

x

x

x

x
dtttx

dx
dkdtttx

dx
dk  

,0)(
11

3

3
3,0 =

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
−=

=
∫

x

x
dttx

dx
dk ,1)1()(

11
3

3

3,1 =
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
−−=

=
∫

x

x
dtttx

dx
dk  
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0)1()(
11

2
3

3
3,2 =

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
−−=

=
∫

x

x
dtttx

dx
dk  

and .0)1()(
11

3
3

3
3,3 =

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
−−=

=
∫

x

x
dtttx

dx
dk  

Thus  and 
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=

001
000
000

1K .
11

2
5

1
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
−
−

=G  

Therefore, equation (2.19) becomes  

  
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
−
−

=
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

′′′
′′
′

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

− 11
2
5

)1(
)1(
)1(

101
010
001

u
u
u

. 

Then the solution of this linear system is 2)1(,5)1( −=′′−=′ uu  and 6)0( =′′′u . 

Hence  is the 

approximated solution of equation (2.20). Notice that, this solution is the exact 

solution of equation (2.20). 

14)1( 233 +−=− xxx)1()1(52)( 2 +−−−−−≈ xxxu

 Second, assume that the solution  can be approximated in terms of 

Taylor polynomials of the form: 

u

32

2
3

!3
2
3

2
3

!2
2
3

2
3

2
3

2
3)( ⎟

⎠
⎞

⎜
⎝
⎛ −
⎟
⎠
⎞

⎜
⎝
⎛′′′

+⎟
⎠
⎞

⎜
⎝
⎛ −
⎟
⎠
⎞

⎜
⎝
⎛′′

+⎟
⎠
⎞

⎜
⎝
⎛ −⎟
⎠
⎞

⎜
⎝
⎛′+⎟

⎠
⎞

⎜
⎝
⎛≈ x

u
x

u
xuuxu . 

which is a Taylor polynomial of degree 3 at 
2
3

=x  and 3,2,1,0),
2
3()( =iu i  are the 

unknown coefficients that must be determined . 

 In this case, 
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,

2
3
2
3
2
3
2
3

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

⎟
⎠
⎞

⎜
⎝
⎛′′′

⎟
⎠
⎞

⎜
⎝
⎛′′

⎟
⎠
⎞

⎜
⎝
⎛′

⎟
⎠
⎞

⎜
⎝
⎛

=

g

g

g

g

G  

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

⎟
⎠
⎞

⎜
⎝
⎛′′′

⎟
⎠
⎞

⎜
⎝
⎛′′

⎟
⎠
⎞

⎜
⎝
⎛′

⎟
⎠
⎞

⎜
⎝
⎛

=

2
3
2
3
2
3
2
3

u

u

u

u

U  and .

1010
0101

384
1

48
1

8
9

2
1

960
1

128
1

24
1

8
7

*

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

−
−

−−

−

=K  

 Therefore, equation (2.18) becomes 

 

  

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

−

−

=

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

⎟
⎠
⎞

⎜
⎝
⎛′′′

⎟
⎠
⎞

⎜
⎝
⎛′′

⎟
⎠
⎞

⎜
⎝
⎛′

⎟
⎠
⎞

⎜
⎝
⎛

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

−
−

−−

−

6
1
4
21
8

37

2
3
2
3
2
3
2
3

1010
0101

384
1

48
1

8
9

2
1

960
1

128
1

24
1

8
7

u

u

u

u

. 

Then the solution of this linear system is 1
2
3,

4
21

2
3,

8
37

2
3

=⎟
⎠
⎞

⎜
⎝
⎛′′−=⎟

⎠
⎞

⎜
⎝
⎛′−=⎟

⎠
⎞

⎜
⎝
⎛ uuu  

and . 6)0( =′′′u

In this case 14
2
3

2
3

!2
1

2
3

4
21

8
37)( 23

32
+−=⎟

⎠
⎞

⎜
⎝
⎛ −+⎟

⎠
⎞

⎜
⎝
⎛ −+⎟

⎠
⎞

⎜
⎝
⎛ −−−≈ xxxxxxu  is 

the approximated solution of equation (2.20). 

 

2.1.3 Taylor Expansion Method for Solving the Linear Volterra-Fredholm 

Integral Equations:- 

Consider the linear Volterra-Fredholm integral equation of the second 

kind: 
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∫ ∫++=
x

a

b

a
dttutxkdttutxkxgxu )(),()(),()()( 2211 λλ , bxa ≤≤          (2.21) 

Assume that the solution u  can be approximated as in equation (2.2). By 

substituting equation (2.3) into equation (2.21) one can get: 

∑ ∫∑ ∫
==

++=
n

i

b

a
i

n

i

x

a
i dttztxkiwdttztxkiwxgxu

0
22

0
11 )(),()()(),()()()( λλ  

∑ ∫ ∫
= ⎥

⎥
⎦

⎤

⎢
⎢
⎣

⎡
++=

n

i

x

a

b

a
ii dttztxkdttztxkiwxg

0
2211 )(),()(),()()( λλ  

where  and  are defined previously. w iz

To find the approximated solution of equation (2.21), we must differentiate the 

above equation j-times with respect to x  to get: 

∑ ∫ ∫
= ⎥

⎥
⎦

⎤

⎢
⎢
⎣

⎡

∂

∂
++=

n

i

x

a

b

a
ij

j

ij

j
jj dttztxk

x
dttztxk

dx
diwxgxu

0
2211

)()( )(),()(),()()()( λλ  

and hence 

∑ ∫∫
= ==

⎥
⎥

⎦

⎤

⎢
⎢

⎣

⎡

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

∂

∂
+

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

+=
n

i

b

a
i

cx
j

j

cx

x

a
ij

j
jj dttztxk

x
dttztxk

dx
diwcgcu

0
2211

)()( )(),()(),()()()( λλ  

∑ ∫∫
= ==

⎥
⎥

⎦

⎤

⎢
⎢

⎣

⎡

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
−

∂

∂
+

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

−+=
n

i

b

a

i

cx
j

j

cx

x

a

i
j

j
ij dtcttxk

x
dtcttxk

dx
dcu

i
cg

0
2211

)()( )(),()(),()(
!
1)( λλ

           [ ] njkkcu
i

cg
n

i
jiji

ij ,,1,0,)(
!
1)(

0

*
,2,1

)()( …=++= ∑
=

λλ  

where 

( ) njidtcttxk
dx
dk

cx

i
x

a
j

j

ji ,,1,0,,),(1, …=
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
−=

=
∫               (2.22) 

and  
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njidtcttxk
x

k i
b

a cx
j

j

ji ,,1,0,,)(),(2
*
, …=−

∂

∂
= ∫

=

           (2.23) 

Therefore from the above equations one can obtain the following linear system: 

GKYU =−           

where  

,

)(

)(
)(

)( ⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡
′

=

cu

cu
cu

U

n
#

,

*
2,1

*
2,11

*
,02,01

*
21,1

*
21,11

*
21,01

*
20,1

*
20,11

*
20,01

,,1

1,1,11,0

0,0,10,0

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡

+++

+++

+++

=

nnn

n

n

kkkkkk

kkkkkk

kkkkkk

K

nnnnn

n

n

λλλλλλ

λλλλλλ

λλλλλλ

"
#%##

"

"

 

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡
′

=

)(
!

1

)(
)(

)( cu
n

cu
cu

Y
n
# and  .

)(

)(
)(

)( ⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡
′

=

cg

cg
cg

G

n
#

The above system can be rewritten as 

GUK =*                  (2.24) 

where 

.

!
1

!
11

!
1

!
11

!
1

!
11

*
,2,1

*
,12,11

*
,02,01

*
1,021,1

*
1,121,11

*
0,021,01

*
0,020,1

*
0,02

*
0,110,020,01

*

⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

−−−−−−

−−−−−−

−−−−−−

=

nnnnnnnn

n

n

k
n

k
n

kkkk

k
n

k
n

kkkk

k
n

k
n

kkkk

K

λλλλλλ

λλλλλλ

λλλλλλ

#
#%##

#

#

  

The solution of this linear system u  can be substituted into 

equation (2.2) to get the approximated solution of equation (2.21) . 

)(,),(),( )( cucuc n…′

 

To illustrate this method, consider the following example. 
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Example (2.5):- 

 Consider the linear Volterra-Fredholm integral equation of the second 

kind:  

∫ ∫++−−=
x

dttuxdttuxxxxxu
0

1

0

232 ,)()(23
2
33)(  10 ≤≤ x          (2.25) 

We solve this example by using Taylor expansion method. To do this, 

assume that the solution u  can be approximated in terms of Taylor polynomials 

of the form: 

!2
)0()0()0()(

2xuxuuxu ′′+′+≈ . 

Moreover since 32 3
2
33)( xxxxg −−= then  2933)( xxxg −−=′

and . xxg 183)( −−=′′

Thus . 
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−
=

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

′′
′=

3
3
0

)0(
)0(
)0(

g
g
g

G

 Next, we substitute 2,1,0, =ji  into equations (2.22)-(2.23) to get: 

,00,20,10,0 === kkk  ,02
00

1,0 =
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
=

=
∫

x

x
dtx

dx
dk  

,02
00

1,1 =
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
=

=
∫

x

x
dttx

dx
dk  ,02

00

2
1,2 =

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
=

=
∫

x

x
dttx

dx
dk    

,42
00

2

2

2,0 =
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
=

=
∫

x

x
dtx

dx
dk  ,02

00
2

2

2,1 =
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
=

=
∫

x

x
dttx

dx
dk  
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,02
00

2
2

2

2,2 =
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
=

=
∫

x

x
dttx

dx
dk  

∫ ==
=

1

0
0

2*
0,0 ,0dtxk

x ∫ ∫ ====
==

1

0

1

0

2
0

2*
0,20

2*
0,1 ,0,0 dttxkdttxk

xx

∫ ∫∫ ======
===

1

0

1

0

2

0

2*
1,2

0

2*
1,1

1

0 0

2*
1,0 ,0,0,0 dttx

dx
dkdttx

dx
dkdtx

dx
dk

xxx
 

∫∫ ====
==

1

0 0

2
2

2
*

2,1

1

0 0

2
2

2
*

2,0 1,2 dttx
dx
dkdtx

dx
dk

xx

 

and 

∫ ==
=

1

0

2

0

2
2

2
*

2,2 .
3
2dttx

dx
dk

x

 

Thus 

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

=

3
216
000
000

K  and 

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

−−

=

3
216
010
001

*K  

Hence, equation (2.24) becomes 

  
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−
=

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

′′
′

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

−− 3
3
0

)0(
)0(
)0(

3
216
010
001

u
u
u

. 

Then the solution of this linear system is 0)0()0( =′′= uu  and . Thus 3)0( =′u

xxu 3)( ≈  is the approximated solution of equation (2.25). Notice that, this 

solution is the exact solutions of equation (2.25).  
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2.2 Taylor Expansion Method for Solving the Linear Integro-

Differential Equations:- 
 In this section, we use Taylor expansion method for solving the linear 

Fredholm, Volterra and Volterra-Fredholm integro-differential equations. 

 

2.2.1 Taylor Expansion Method for Solving the Linear Fredholm Integro-

Differential Equations:- 

 Consider the first order linear Fredholm integro-differential equation of 

the second kind: 

∫+=′
b

a
dttutxkxgxu ,)(),()()( λ ba x ≤≤          (2.26.a) 

 together with the boundary condition:  

βααα =++ )()()( 321 bucuau , bca ≤≤                   (2.26.b)  

where 3,21 ,, ααα  and β are known constants.  

Assume that the solution u  can be approximated as in equation (2.2). By 

substituting equation (2.3) into equation (2.26.a) one can get: 

∑ ∫
=

+=′
n

i

b

a
i dttztxkiwxgxu

0
)(),()()()( λ  

To find the approximated solution of equation (2.26), we differentiate the above 

equation j-times with respect to x  to get: 

1,,1,0,)(),()()()(
0

)()1( −=
∂

∂
+= ∑ ∫

=

+ njdttztxk
x

iwxgxu i
n

i

b

a
j

j
jj …λ  

and hence 

dttztxk
x

iwcgcu
n

i

b

a
i

cx
j

j
jj ∑ ∫

= =

+
⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

∂

∂
+=

0

)()1( )(),()()()( λ   
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( ) dtcttxk
x

cu
i

cg
n

i

b

a

i

cx
j

j
ij ∑ ∫

= =
⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
−

∂

∂
+=

0

)()( ),()(
!

1)( λ  

1,,1,0,)(
!

1)(
0

,
)()( −=+= ∑

=
njkcu

i
cg

n

i
ji

ij …λ               

where 

( ) 1,,1,0,,,1,0,),(, −==−
∂

∂
= ∫

=

njnidtcttxk
x

k i
b

a cx
j

j

ji ……          (2.27) 

Therefore from the above equation one can obtain the following linear system: 

GYKU =− λ                 (2.28) 

where 

,

)(

)(
)(

)( ⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡
′′
′

=

cu

cu
cu

U

n
#

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡
′

=

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

=

−−− )(
!

1

)(
)(

,
)(

1,1,11,0

1,1,11,0

0,0,10,0

cu
n

cu
cu

Y

kkk

kkk
kkk

K
n

nnnn

n

n

#

"
#%##

"
"

  

and  .  

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡
′

=

− )(

)(
)(

)1( cg

cg
cg

G

n
#

Now, we substitute ax =  and bx =  into equation (2.2) to get: 

i
n

i

i cacu
i

au )()(
!
1)(

0

)( −≈ ∑
=

 and  i
n

i

i cbcu
i

bu )()(
!

1)(
0

)( −≈ ∑
=

 

Therefore, equation (2.26.b) becomes 

[ ] βααα =+−+−∑
=

)()()()(
!
1

231
0

)( cucbcacu
i

ii
n

i

i  

Next, we consider the following two cases: 
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Case (1):- 

 If 02 ≠α  then 

[ ]
⎭
⎬
⎫

⎩
⎨
⎧

−+−−= ∑
=

n

i

iii cbcacu
i

cu
0

31
)(

2
)()()(

!
11)( ααβ

α
  

This equation together with the linear system given by equation (2.28) can be 

written as in the following linear system: 
*** GYKU =− λ                 (2.29) 

where 

,

)(

)(
)(

)(

*

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡
′

=

cu

cu
cu

U

n
#

 

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡

=

− )(

)(

)1(

2
*

cg

cgG

n
#

α
β

 

and

[ ] [ ] [ ]

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡ −+−−−+−−+−

=

−−− 1,1,11,0

0,0,10,0

31
2

31
2

31
2

*

)()(1)()(11

nnnn

n

nn

kkk

kkk

cbcacbca

K

"
#%##

"

" αα
λα

αα
λα

αα
λα

 

The above system can be rewritten as 
**

1 GUK =                   (2.30) 

where 

[ ] [ ] [ ]

⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

−−−

−−−

−+−−+−++

=

−−− 1,1,11,0

0,0,10,0

31
2

31
2

31
2

1

!
1

!
11

)()(1)()(111

nnnn

n

nn

k
n

kk

k
n

kk

cbcacbca

K

λλλ

λλλ

αα
α

αα
α

αα
α

"
#%##

"

"
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The solution of this linear system  can be substituted into 

equation (2.2) to get the approximated solution of the boundary value problem 

given by equations (2.26) . 

)(,),(),( )( cucucu n…′

 

Case (2): 

 If ,02 =α  then the boundary condition given by equation (2.26.b) 

becomes 

βαα =−+− ∑∑
==

n

i

ii
n

i

ii cbcu
i

cacu
i 0

)(
3

0

)(
1 )()(

!
1)()(

!
1  

 

Now, consider the following two cases: 

Case (I):- 

 If 031 ≠+αα  then the above boundary condition can be written as  

⎥
⎦

⎤
⎢
⎣

⎡
−−−−

+
= ∑∑

==

n

i

ii
n

i

ii cbcu
i

cacu
i

cu
1

)(
3

1

)(
1

31
)()(

!
1)()(

!
11)( ααβ

αα
 

This equation together with the linear system given by equation (2.29) can be 

written as in the following linear system: 
*** GYKU =− λ                 (2.31) 

where 

,

)(

)(
)(

)(

*

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡
′

=

cu

cu
cu

U

n
#

 

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡
+

=

− )(

)(

)1(

31
*

cg

cgG

n
#

αα
β
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⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡ −
+

−−
+

−−
+

−−
+

−

=

−−− 1,1,11,0

0,0,10,0
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3
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1
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3
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*
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0
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n
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K
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and  .
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!
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)(
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⎥
⎥
⎥
⎥
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⎤

⎢
⎢
⎢
⎢
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⎣

⎡
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=

cu
n

cu
cu

Y
n
#  

This system can be rewritten as 
**

1 GUK =                  (2.32) 

where  

⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡
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−−−

−
+

+−
+

−
+

+−
+

=

−−− 1,1,11,0

0,0,10,0
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3
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1
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31

1

1

!
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!
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)(
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1
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By solving this system one can get the values of u  ).(,),(),( )( cucuc n…′

 

Case (II):- 

 If 031 =+αα  then the boundary condition given by equation (2.26.b) can 

be written as  

∑∑
==

=−−−
n

i

ii
n

i

ii cbcu
i

cacu
i 1 1

)(

1

)( )()(
!
1)()(

!
1

α
β  

This equation together with the linear system given by equation (2.29) can be 

written as in the following linear system: 
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*** GYKU =− λ                 (2.33) 

where 

,

)(

)(
)(

)(

*

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡
′

=

cu

cu
cu

U

n
#

 

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡

=

− )(

)(

)1(

1
*

cg

cgG

n
#

α
β

 

[ ]

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡ −+−
−+−

=

−−− 1,1,11,0

0,0,10,0*

)()(1)()(1

nnnn

n

nn

kkk

kkk

cbcacbca

K

"
#%##

"

"
λλλ

 and  .

)(
!

1

)(
)(

)(
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡
′

=

cu
n

cu
cu

Y
n
#  

This system can be rewritten as 
**

1 GUK =                  (2.34) 

where  

[ ]
.

!
11

!
11

)()(
!

1)()(0

1,1,11,0

0,0,10,01

⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

−−−

−−−

−+−−−−−−

=

−−− nnnn

n

nn

k
n

kk

k
n

kk

cbca
n

cbca

K

λλλ

λλλ

"
#%##

"

"

  

 

By solving this system one can get the values of u  ).(,),(),( )( cucuc n…′

 

To illustrate this method, consider the following examples. 
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Example (2.6):- 

 Consider the first order linear Fredholm integro-differential equation of 

the second kind: 

∫+−=′
2

0

223 ,)(
3

324)( dttutxxxxu 20 ≤x                    (2.35.a) ≤

together with the boundary condition:  

0)2(
4
1)1(4)0(2 =−+ uuu            (2.35.b) 

We solve this example by using Taylor expansion method. To do this, 

assume that the solution u  can be approximated in terms of Taylor polynomials 

of the form: 

( ) .1
!2

)1()1)(1()1()( 2−
′′

+−′+≈ xuxuuxu  

Moreover since 23
3

324)( xxxg −=  then xxxg
3

6412)( 2 −=′ . 

Therefore 
3

20)1( −=g  and 
3
28)1( −=′g . 

From the boundary condition given by equation (2.35.b) one can deduce that: 

4
1,4,2 321

−
=== ααα  and .0=β  

 Thus 

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

−

−=

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡

′
=

3
28
3
20
0

)1(
)1(

2*

g
gG
α
β

. 

 Next, we substitute ,2,1,0=i 1,0=j  into equation (2.27) to get: 

∫∫ =−===
2

0
0,1

2

0
0,0 ,

3
2)1)(,1(,2),1( dtttkkdttkk  
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∫ =−=
2

0

2
0,2 ,

3
2)1)(,1( dtttkk ∫ =

∂
∂

=
=

2

0 1
1,0 ,4),( dttxk

x
k

x

∫ =−
∂
∂

=
=

2

0 1
1,1 3

4)1(),( dtttxk
x

k
x

and  ∫ =−
∂
∂

=
=

2

0

2

1
1,2 .

3
4)1(),( dtttxk

x
k

x
 

Since ,1=λ  then 

 [ ]
16
9)()(1

31
2

=−+−− cbca αα
λα

 [ ] ,
16
71

31
2λα

−=+− αα

and  

[ ]
16
7)()(1 2

3
2

1
2

−=−+−− cbca αα
λα

. 

Thus .

3
4

3
44

3
2

3
22

16
7

16
9

16
7

*

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡ −−

=K  

Hence, equation (2.29) becomes 

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

−

−=

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

′′

′

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

−⎥
⎤

⎢
⎡
′ 22

1616
)1(
)1(

u
u

  

⎢

⎣

⎡ −−

⎥
⎥
⎦⎢

⎢
⎣ ′′

3
28
3

20
0

)1(
2
1

)1(
)1(

3
4

3
44

3
2

3

16
797

)1( u

u
u

u
. 

Then the solution of this linear system is 
35
18)1( =u , 

35
452)1( =′u  and 

.
35

1044)1( =′′u  Thus =−+−+≈ 2)1(
35

)1(
3535

)( xxxu 104445218 2
35

522
35

592
35
88 xx +−   

is the approximated solution of equations (2.35). By substituting this 

approximated solution into the right hand side of equation (2.35.a) one can get:  

 55



Chapter Two                                                    Taylor Expansion Method for Solving the Linear Integral and Integro-Differential Equations 
 

.
35

1044
35

592)(

35
3124)(

3
324

2

0

23223 xxdttutxxx +=+− ∫
 

xxu +−≈′≠

Therefore, we must increase the value of . So, assume that the solution of 

equations (2.35) takes the form: 

n

 ( ) ( ) .1)1(1)1()1)(1()1()( 32 −
!3!2
′′′

+−
′′

+−′+≈ xuxuxuuxu  

In this case  

.

5
4

3
4

3
44

5
4

3
4

3
44

5
2

3
2

3
22

16
9

16
7

16
9

6
7

*

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡ −−

=K  

⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

−

−

=

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎡

⎣ ′′
′

=

3
8
3
28
3
20
0

)1(
)1(
)1(

2
*

g
g
gG
α
β

 and  

Hence, equation (2.29) becomes 

⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

−

−

=

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

′′′

′′

′

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎤⎡ 2
1616)1(u

⎣

⎡ −−

−

⎥
⎥
⎥
⎥

⎦
⎢
⎢
⎢
⎢

⎣ ′′′
′′
′

3
8
3
28
3
20
0

)1(
6
1

)1(
2
1

)1(
)1(

5
4

3
4

3
44

5
4

3
4

3
44

5
2

3
2

3
2

16
9

16
797

)1(
)1(
)1(

u

u

u
u

u
u
u

. 

Then the solution of this linear system is 210712.7)1( −×=u , 

 and 226.16)1(,409.1)1( −=′′−=′ uu 226.28)1( −=′′′u . 

Thus 32 )1(704.4)1(113.8409.1486.1)( −−−−−≈ xxxxu  

is the approximated solution of equations (2.35). By substituting this 

imated solution into the right hand side of equation (2.35.a) one can get:  approx
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( ) ( ) .1704.41113.8409.1486.1)(

742.184)(
3

324 2
2

0

3223 −=+− ∫ xxdttutxxx
 

32 −−−−−≈≠ xxxxu

Therefore, we must increase the value of . So, assume that the solution of 

equations (2.35) takes the form: 

n

 .)1()1(
!

1)(
4

0

)( i

i

i xu
i

xu −≈ ∑
=

 

By following the same previous steps, the system given by equation (2.29) 

becomes  

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

−

−

=

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤⎡⎤⎡ −−−
⎡

0)1(79797 u
u

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

′′′

′′

′

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

−

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

′′′
′′
′

24
3
8
3
28
3
20

)1(
24
1

)1(
6
1

)1(
2
1

)1(

00000
5
4

5
4

3
4

3
44

5
4

5
4

3
4

3
44

5
2

5
2

3
2

3
22

1616161616

)1(
)1(
)1(
)1(
)1(

)4(
)4(

u

u

u

u

u
u
u
u

. 

Then the solution of this linear system is , 24)1(,12)1(,4)1( =′′′=′′=′ uuu  

4432 )1()1(4) xxx =−+−+  

1)1( =u

and . Thus 

(2.35). Notice that, this solution is the 

t solutions o ions (2.35). 

24)1()4( =u 1(6 x −+)1(41)( xxu −+≈

is the approximated solution of equations 

exac f equat

 

Example (2.7):- 

 Consider the first order linear Fredholm integro-differential equation of 

          (2.36.a) 

the second kind: 

∫
2

0
≤≤+−=′ 20,)(381)( xdttutxxxu
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together with the boundary condition: 

2)2()0( =+ uu            

or expansion method. To do this, 

assume that the

of the 

   (2.36.b) 

We solve this example by using Tayl

 solution u  can be approximated in terms of Taylor polynomials 

form: 

( ) .1)1()1)(1()1()( 2−
!2
′′

+−′+≈ xuxuuxu  

 then .8)( −=′ xg  xxg 81)( −=Moreover since 

 and .8)1( −=′g  Therefore 7)1( −=g

From the bounda  given ry condition by equation (2.36.b) one can deduce that: 

0,1,1 121 2,0 33 ≠=+==  and .2=β  = αα α α α

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−
−=

⎥
⎥
⎥
⎥
⎥

⎦

⎤
⎢
⎡

⎢
⎢
⎢
⎢

⎣
′

+
=

8
7

1

)1(
)1(

31*

g
gG

αα
β

. 

ute 

 Thus 

 Next, we substit ,0 ,2,1=i 1,0=j  into equation (2.27) and since ,1=λ  

then 

0)()( 3

1

1 +− bca
313

=−
++

c
αα

α
αα

α   

and 

.
4
1)(

)(2
)(

)(2
2

31

32

3

1 =−
+

+−
+

cbca
αα

αα

1 αα
 

Thus .
026
116

4
101

1

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡

−−
−−−=K  
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Hence, equation (2.32) becomes 

.
8
7

1

)1(
)1(
)1(

026
116

4
101

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−
−=

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

′′
′

⎥⎦⎢⎣
⎥
⎥
⎥

⎢
⎢
⎢
⎢
⎡

−−
−−−

u
u
u

 

Then the solution of this linear system is 

⎥
⎤

1)1(,1)1( =′= uu  and  Thus .0)1( =′′u

xxu ≈)(  is the approximated solution of ). t this 

solution is the exact solution of equation (2.36). 

 

 equation (2.36 Notice tha

Example (2.8):- 

onsider the first order linear Fredholm integro-differential equation of 

the second kind: 

 C

          (2.37.a) 

            (2.37.b) 

We solve this example by us

assume that the solution  can be approximated in terms of Taylor polynomials 

∫+−=′ 381)( xxu ≤≤
2

0
20,)( xdttutx

together with the boundary condition: 

2)2()0( −=− uu   

ing Taylor expansion method. To do this, 

u

of the form: 

( ) .1
!2

)1( 2)1)(1()1()( −
′′

+−′+≈ xxuuxu  u

Moreover since xxg 81)( −=  then .8)( −=′ xg  

Therefore ( .8)1( −=′g  g  and 7)1 −=

From the boundary condition given by equation (2.36.b) one can deduce that: 

 and .2−=β  0,1,0,1 31321 =+−=== ααααα
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⎥
⎥
⎥
⎤

⎢
⎡
−
−

=⎥
⎥

⎢
⎢

= 7
2

)1(
1* gG

α

⎦⎢
⎢
⎣−⎥

⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

′ 8)1(g

β

.  Thus 

,2,1,0=i 1,0=j  into equation (2.27) and since ,1=λ   Next, we substitute 

then 

 and 0)()( =−+− cbca [ ] .1)()(
2

Thus .

1 22 =−+− cbca  

Hence, equation (2.34) becomes 

026
116

020

1
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−−
−−−

−
=K  

.
8
7
2

)1(
)1(
)1(

026
116

020

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−
−
−

=
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎡

′′
′

⎥
⎥

⎢
⎢
⎢
⎡

−−
−−−

−

u
u
u

 ⎥
⎤

⎣⎦⎣

1)1(,1)1( =′= uuThen the solution of this linear system is  and  Thus .0)1( =′′u

xxu ≈)(  is the approximated solution of ). t this 

solution is the exact solution of equation (2.37). 

2.2.2 Ta

 equation (2.37 Notice tha

 

ylor Expansion Method for Solving the Linear Volterra Integro-

Differential Equations:- 

 Consider the first order linear Volterra integro-differential equation of the 

second kind: 

∫+=′
x

utxkxgxu (),()()( λ dtt ,)  ax ≥
a

          (2.38.a) 

the initial condition:             together with 
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α=)(au                 (2.38.b) 

where α  is a known constant. 

pproximated as in terms of Taylor 

polynom

Assume that the solution u  can be a

ial of the form: 

 ∑ −=≈
n

i xauxxu )(* ()(1)()(
=i i0 !

then by using the above i

iau )  

nitial condition and the fact that ),()( agau =′  the above 

approximated solution reduces to 

∑
=i i2 !

where )(,),(),( )( auauau n…′′′′′  a

−+−+≈
n

ii axauaxagxu )( )()(1)()()( α  

re the unknowns coefficients that must be 

determined. 

By substituting equation (2.15) into equation (2.38.a) one can get: 

∑ ∫
=

+
n

i

x

a
i dttztxkiwxgxu

0
)(),()()()( λ  =′

where )(1)( )( auiw i=  and 
!i

( ) .,,1,0,)( niattz i …=−=  i

xThen by differentiating the above equation j-times with respect to  and setting 

ax =  in the resulting equation one can have: 

1,,2,1,)(
!0= ii

 jik ,  is defined as in equation (2.17). 

1)1( +
n

j )()( ,
)( −=+= ∑ njkauagau ji

ij …λ  

where

Therefore from the above equation one can get the following system: 

GYKU =− λ                 (2.39) 

where  
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,

)(

)(
)(

)( ⎥
⎥
⎥
⎥

⎦

⎤

⎢

⎢

⎣

⎡
′′′
′′

au

au
au

n
#⎢

⎢=U ,

1,1,31,2

2,2,32,2

⎥
⎥
⎥

⎦
⎢
⎢
⎢

⎣

=

−−− nnnn

n

kkk

kkk
K

"
#%##

"
 

1,1,31,2
⎥
⎤

⎢
⎡ nkkk "

⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎢
⎢

1
!2

⎤⎡ ′′ )(1 au

⎦⎢
⎢
⎢
⎢
⎢

⎣

′′′=

)(
!

1

)(
!3

)( au
n

auY

n
#

 

The above system can be rewritten as  

and .

)()(

)()(
)()(

1,11,0
)1(

2,12,0

1,11,0

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

++

++′′
++′

=

−−
−

nn
n kagkag

kagkag
kagkag

G

λαλ

λαλ
λαλ

#
  

GUK =  *                     

where  

.

!
1

!3
1

!2
1

!
1

!3
11

!2
1

!
⎥
⎥!

1
3!2

1,1,31,2

2,2,32,2

1,1,31,2

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎢
⎢

⎣
−−−

−−−

−

−−− nnnn

n

n

k
n

kk

k
n

kk

k
n

λλλ

λλλ

λ

…
#%##

…

…

  

The values of  can be obtained from solving the above 

linear system. 

   

ate this method, conside

xam le (2.9):-

111⎡ −− kk λλ

*
⎢
⎢=K

)(,),(),( )( auauau n…′′′′′

To illustr r the following example. 

 

E p  

  equation of the 

econd kind: 

Consider the first order linear Volterra integro-differential

s
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( )∫ ++−=′
x

xxu 3
6
51)( dttutx

0
,)( 0 ≥x                     (2.40.a) 

together with the initial condition:  

               (2.40.b) 

ing Taylor expansion method. To do this, let 

th

0)0( =u

We solve this example by us

,3=n  en the approximated solution of this example takes the form: 

!3
)0(

!2
)0()0()0()(

32 xuxuxuuxu ′′′+′′+′+≈ . 

,1)0()0( ==′ guBut by using the above initial condition and the fact that  then 

the above approximated solution reduces to 

 .
!3

)0(
!2

)0()(
32 xuxuxxu ++≈  ′′′′′

oreover since 3
6
51)( xxg −=  then 2

6
15)( xxg −=′  and xxg 5)( −=′′ . M

2,1,1,0 == jiBy substituting  in equation (2.15) one can get: 

.  

 and 

02,12,01,11,0 ==== kkkk

But ,0)0( =u (′u 11)0 = =λ , therefore   

  ⎢
⎣

=⎥
⎦)0( 2,12,0 kgkα ⎥

⎦

⎤⎡⎤
⎢
⎣

⎡
++′′

+′
=

0
0

)0(
)0()0( 1,11,0

g
kgkg

G
λλ
λλα +

. 

y substituting 2,1,3,2 == jiB  in equation (2.15) one can have: 

 (2.31) becom

.02,32,21,31,2 ==== kkkk  

Hence, equation es 

⎥
⎦

⎢
⎤

⎣

⎡
=

⎡ ′′⎤⎡ 0)0(01 u
⎥
⎦

⎢
⎣ ′′′⎥
⎦

⎢
⎣ 0)0(10 u

⎤ . 
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0)0()0( =′′′=′′ uu . Hence xxu ≈)(which has the solution  is the approximated 

solution of equations (2.40). Notice that, this solution is the exact solutions of 

ansion Method for Solving the Linear Volterra-Fredholm

equations (2.40).  

 

2.2.3 Taylor Exp  

ntegro-Differential Equations:-I  

      (2.41.a) 

together with the boundary condition: 

Consider the first order linear Volterra-Fredholm integro-differential 

equation of the second kind: 

∫
x

a

b

11 ∫++=′
a

dttutxkdttutxkxgxu )(),()(),()()( 22λλ  

βααα =++ )()()( 321 bucuau , bca ≤≤                   (2.41.b) 

Here we assume that .02 ≠α  The case  02 =α  can be discussed similar to the 

previous section. 

 previo can haBy following the same us steps one ve:   

[ ] njkkcucgcu jj ()( )()1( =+

ii
jiji!0

,2,1
=

n
i ,,1,0,)(1) *)( …=++ ∑ λλ , 

where  and  are defined by equations (2.21)-(2.22). 

Therefore from the above equations one can obtain the following linear system: 

jik ,
*
, jik

GKYU =−                 (2.42) 

where  

,

)(

)(
)(

)( ⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢

⎣

⎡
′′
′

cu

c
cu

n
#

 ⎢
⎢

=
u

U
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,

*
21,1

*
21,11

*
1,021,01
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⎥
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⎥
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⎢
⎢
⎢
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As seen before from the boundary condition: 

[ ]
⎭
⎬
⎫

⎩
⎨
⎧

−+
n

u1
−−= ∑

=i

iii cbcac
i

cu
0

31
)(

2
)()()(

!
1)( ααβ
α

  

This equation together with the linear system given by equation (2.42) can be 

written as in the following linear system: 
** GUK =                           (2.43) 

where 

,
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)(
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*

⎥
⎥
⎥

⎦

⎢
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⎢
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⎥
⎥
⎥
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⎢
⎢
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⎥
⎥
⎥
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⎢
⎢

⎣

⎡
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The solution of this linear system  can be substituted into 

equation (2.2) to get the approximated solution of the boundary value problem 

given by equations (2.41) . 

 

To illustrate this method, consider the following example. 

 

 )(,),(),( )( cucucu n…′

Example (2.10):- 

 Consider the first order linear Volterra-Fredholm integro-differential 

equation of the second kind: 

( ) ( )
−

−

−

=′
1

11
)(s)( dttuexxu t

x
 

    (2.44.a) 

∫∫ −−−− ++++−− 222 co)(1cos
2
1 dttuteexeeex xxx

where 11 ≤≤− x , together with the boundary condition:  

52)1()0(5)1(2 1−+ e+=++− euuu            (2.44.b) 

We solve this example by using Taylor expansion method. To do this, 

assume that the solution  can be approximated in terms of Taylor polynom ls 

of the form: 

u ia

.
!2

)0()0() 2xuxuu 0()( ux
′′

+′+  ≈

which is a Taylor polynomial of degree 2 at 0=x  and 2,1,0),0()( =iu i  are the 

unknown coefficients that m

ce 

ust be determined . 

Moreover sin ( ) xx exeeexxg 222 )1(cos
2
1)( −−− ++−−=  

( ) xxx eeexeexxg −−−− +++−−=′ 2222then )1(2sin
2
1)(  . 
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Thus ( )
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡ −
⎥
⎦

⎤
⎢
⎣

⎡
′

−

0
2
1

)0(
)0( 22 ee

g
g

==G . 

ry condition given by equation (2.44.b) one can deduce that: From the bounda

 and 152 −++= eeβ . 1,5,2 321 === ααα

( ) .

0
2
1

5
52

)0(
)0( 22

1

2*Thus 

⎥
⎦

⎢
⎣

⎥⎦⎢⎣
⎥
⎥

⎥
⎥
⎤

⎢
⎢
⎢
⎢
⎢
⎡

−

++

=
⎥
⎥
⎥
⎥
⎤

⎢
⎢
⎢
⎢
⎡

′
= −

−

ee

ee

g
g
α
β

 

 Next, by substi

⎥G

tuting 1, 0,2,1,0 == ji

1,5 3

 in equations (2.21)-(2.22) and using 

,20,1,1 21 =====−= αααcba  and 152 −++= eeβ  one can get: 

 

.

4
11

32
⎥
⎥

⎢
⎢

1
32

5
4
1211

5
3

5
1

5
3

11111*

⎥

⎥
⎥
⎥

⎦

⎤

⎢

⎢
⎢
⎢

⎣

⎡

−

+−−−+−−

−−−

= −−− eeeeeK  

ence, equation (2.35) becomes 

  . 

Which has the solution 

H

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
−=

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

′′
′

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−
−−

−

0
627.3

1608.2

)0(
)0(
)0(

875.0333.05.0
3144.04024.18504.1
3.02.06.1

u
u
u

 and . 9735.0)0( =′′u,0448.1)0( =u 9902.0)0( −=′u

2x  is the approxim
!2

9735.09902.00448.1)( xxu +−≈Hence a

equations (2.44). By substituting this approximated solution into the right hand 

side of equation (2.44.a) one can get:  

ted solution of 
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( ) ( ) ∫∫
−

−

−

−−−− ++++−−cos
2

uex
1

11

222 )(cos)(11 dttexdttuteexee t
x

xxx  

( ) xx exxxxex 2432 )1(121.033.0522.0974.1cos016.0 −− +++−+−+−≈  

.
!2

9735.09902.00448.1)( 2xxxu +−≈≠  

So we must increase the value of .  The following table shows that the n

approximated solutions of equations (2.44) for .8,7,6,5,4,3=n

 
           Table (2.2) represents the approximated solutions of equation (2.36) for different values of 

  

n 

n  )(* xu  

3  32
!3

985.0
!2

996.0988.0 xxx −+−  017.1

4  432 995.0997.0
2
990999.0002.1 xxxx +−+−  9.

!4!3

5  54
!5!4
xx −  32 1999.0

!3
1

!2
1001.1 xxx +−−−

6  6543 004.111111 xxxxxx +−+−+−  2
!6!5!4!32

7  765432
!7

017.1
!6

004.1
!5

1
!4

1
!3

1
!2

11 xxxxxx −+−+−+−  x

8  765432
!7

1
!6

1
!5

1
!4

1
!3

1
!2

11 xxxxxxx −+−+−+−  

 

From this table, for  the approximated solution of equations (2.44) takes 

the form: 

,8=n

765432
!7

1
!6

1
!5

1
!4

1
!3

1
!2

11)( xxxxxxxxu −+−+−+−≈ . 
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 69

By substituting this approximated solutio

(2.44.a) one can get: 

n into the right hand side of equation 

( ) ∫ −−−− ++−− xx dttuteeeeex 222 )()1cos
2
1  

−

+
x

x x
1

(

             )(xu′≈  

 65432
!6!5!4!3!2

 

111111 xxxxxx −+−+−+−≈ . 



Chapter Three                                           Taylor Expansion Method for Solving the Nonlinear Integral and Integro-Differential Equations 

Introduction:- 
 The aim of this chapter is to use Taylor expansion method to solve special 

types of nonlinear Volterra-Fredholm integral and integro-differential equations 

with some illustrative examples. 

 

This chapter consist of two sections. 

 In section one, we use Taylor expansion method to solve special types of 

nonlinear Fredholm, Volterra and Volterra-Fredholm integral equations. 

 In section two, we use the same method to solve special types of first 

order nonlinear Volterra-Fredholm integro-differential equations. 
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3.1 Taylor Expansion Method for Solving the Nonlinear Integral 

Equations:- 
 In this section, we use Taylor expansion method to solve the nonlinear 

Fredholm, Volterra and Volterra-Fredholm integral equations with some 

illustrative examples. 

 

3.1.1 Taylor Expansion Method for Solving the Nonlinear Fredholm Integral 

Equations:- 

Consider the nonlinear Fredholm integral equation of the second kind: 

( )∫+=
b

a

p dttutxkxgxu ,)(),()()( λ bxa ≤≤               (3.1) 

where p  is a nonnegative integer. 

Assume that the solution can be approximated as in equation (2.2). 

Let . Assume that  can be approximated in terms of a Taylor 

polynomials of the form: 

( )ptutq )()( = q

( ) bcacxcq
i

xqxq ii
n

i
≤≤−=≈ ∑

=
,)(

!
1)()( )(

0

*                 (3.2) 

which is a Taylor polynomial of degree  at n cx =  and  are 

the unknown coefficients that must be determined. Therefore  

nicu i ,,1,0),()( …=

∑
=

=≈
n

i
i tziwtqtq

0

* )()()()(                                    (3.3) 

where )(
!
1)( )( cq
i

iw i=  and ( ) .,,1,0,)( nicttz i
i …=−=     

By substituting equation (3.3) into equation (3.1) one can get: 
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∑ ∫
=

+=
n

i

b

a
i dttztxkiwxgxu

0
)(),()()()( λ  

To find the approximated solution of equation (3.1), we must differentiate the 

above equation j-times with respect to x  and setting cx =  in the resulting 

equation one can get: 

dttztxk
x

iwcgcu
n

i

b

a
i

cx
j

j
jj ∑ ∫

= =
⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

∂

∂
+=

0

)()( )(),()()()( λ   

( )[ ] njkxu
i

cg
n

i
ji

cx

ipj ,,1,0,)(
!

1)(
0

,
)()( …=+= ∑

= =
λ                              (3.4) 

where  is given by equation (2.4).     jik ,

Therefore from equation (3.4) one can obtain the following nonlinear system: 

GYKU =− λ                   (3.5) 

where 

,
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)(
)(

)( ⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
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⎥
⎥
⎥
⎥
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⎥
⎥
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⎢
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⎣

⎡
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and   .   

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡
′

=
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)(
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)( cg

cg
cg

G

n
#

 This nonlinear system can be solved by any suitable method to find the values 

of  and by substituting these values into equation (2.2) one 

can get the approximated solution of equation (3.1) . 

)(,),(),( )( cucucu n…′
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To illustrate this method, consider the following example. 

 

Example (3.1):- 

Consider the nonlinear Fredholm integral equation of the second kind:  

( )∫+−=
1

0

23 ,)(
4
11)( dttutxxxu 10 x                                        (3.6) ≤ ≤

 We solve this example by using Taylor expansion method. To do this, let 

 and 2=n
2
1

=c  then the approximated solution of equation (3.6) takes the form: 

2

2
1

!2
2
1

2
1

2
1

2
1)( ⎟
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⎜
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⎟
⎠
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⎜
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which is a Taylor polynomial of degree 2 at 
2
1

=x  and 2,1,0,
2
1)( =⎟
⎠
⎞

⎜
⎝
⎛ iu i  are the 

unknown coefficients that must be determined . Moreover since xxg
4
11)( −=  

then 
4
1)( −=′ xg   and . 0)( =′′ xg

Thus 

⎥
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⎥
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G . 

 Next, we substitute 2,1,0, =ji  in equation (2.4) to get 
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.
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Hence, equation (3.5) becomes  

 

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

−

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

⎟
⎠
⎞

⎜
⎝
⎛′′

⎟
⎠
⎞

⎜
⎝
⎛′

⎟
⎠
⎞

⎜
⎝
⎛

000
6
1

5
1

4
1

12
1

10
1

8
1

2
1
2
1
2
1

u

u

u

⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

⎟
⎠
⎞

⎜
⎝
⎛′′⎟

⎠
⎞

⎜
⎝
⎛+⎟

⎠

⎞
⎜
⎝

⎛
⎟
⎠
⎞

⎜
⎝
⎛′

⎟
⎠
⎞

⎜
⎝
⎛′⎟

⎠
⎞

⎜
⎝
⎛

⎟
⎠

⎞
⎜
⎝

⎛
⎟
⎠
⎞

⎜
⎝
⎛

2
1

2
1

2
1

2
1

2
12

2
1

2

2

uuu

uu

u

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

−=

0
4
1

8
7

 

which has the two solutions 
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Thus  and 1)(1 =xu xxxu
5

181
2
1

5
18

5
14)(2 +=⎟

⎠
⎞

⎜
⎝
⎛ −+= . 

But  

( )∫ ==+−
1

0
1

2
1

3 )(1)(
4
11 xudttutxx  

and  

( )∫ =+=+−
1

0
2

2
2

3 )(
5

181)(
4
11 xuxdttutxx . 

Therefore  and 1)(1 =xu xxu
5

181)(2 +=  are the exact solutions of equation (3.6). 

 

3.1.2 Taylor Expansion Method for Solving the Nonlinear Volterra Integral 

Equations:- 

Consider the nonlinear Volterra integral equation of the second kind: 

( )∫+=
x

a

p dttutxkxgxu ,)(),()()( λ ax ≥               (3.7) 

where p  is a nonnegative integer. 

Let ( )ptutq )()( = and assume that  can be approximated in terms of 

Taylor polynomial of the form: 

q

( ) accxcq
i

xqxq ii
n

i
≥−=≈ ∑

=
,)(

!
1)()( )(

0

*         

which is a Taylor polynomial of degree  at n cx =  and  are 

the unknown coefficients that must be determined. 

nicu i ,,1,0),()( …=

Therefore  
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∑
=

=≈
n

i
i tziwtqtq

0

* )()()()(                                    (3.8) 

where )(
!
1)( )( cq
i

iw i=  and ( ) .,,1,0,)( nicttz i
i …=−=     

By substituting equation (3.8) into equation (3.7) one can get: 

∑ ∫
=

+=
n

i

x

a
i dttztxkiwxgxu

0
)(),()()()( λ . 

Hence 

=)()( cu j ( )[ ] njkxu
i

cg
n

i
ji

cx

ipj ,,1,0,)(
!
1)(

0
,

)()( …=+ ∑
= =

λ                     (3.9) 

where  is given by equation (2.17).     jik ,

Therefore from equation (3.9) one can obtain the following nonlinear system: 

GYKU =− λ                 (3.10) 

where ,

)(

)(
)(

)( ⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡
′

=

cu

cu
cu

U

n
#

( )
( )[ ]

( )[ ]
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡
′

=

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

=

=

=

cx

np

cx

p

p

nnnn

n

n

xu
n

xu

cu

Y

kkk

kkk
kkk

K

)(
,,1,0

1,1,11,0

0,0,10,0

)(
!

1

)(

)(

,
#

"
#%##

"
"

  

and  .    

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡
′

=

)(

)(
)(

)( cg

cg
cg

G

n
#

 This nonlinear system can be solved by any suitable method to find the values 

of  and by substituting these values into equation (2.15) 

one can get the approximated solution of equation (3.7) . 

)(,),(),( )( cucucu n…′
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To illustrate this method, consider the following example. 

 

Example (3.2):- 

 Consider the nonlinear Volterra integral equation of the second kind:  

( )∫+−=
x

dttutxxxxu
0

3228 ,)(
3
42)( 0≥ x             (3.11) 

We solve this example by using Taylor expansion method. To do this, let 

 and  then the approximated solution of equation (3.11) takes the 

form: 

2=n 0=c

2
!2

)0()0()0()( xuxuuxu
′′

+′+≈ . 

But  thus ,0)0( =u 2
!2

)0()0()( xuxuxu
′′

+′≈  

which is a Taylor polynomial of degree 2 at 0=x  and  are the 

unknown coefficients that must be determined . Moreover since 

2,1,0),0()( =iu i

8
3
42)( xxg = x−  

then 7
3

322)( xxg −=′ and 6
3

224)( xxg −=′′ . 

Thus . ⎥
⎦

⎤
⎢
⎣

⎡
=⎥

⎦

⎤
⎢
⎣

⎡
′′
′

=
0
2

)0(
)0(

g
g

G

 Next, we substitute 2,1, =ji  in equation (2.17) to get: 

=1,1k    =1,2k .02,22,1 == kk

Thus  .
00
00
⎥
⎦

⎤
⎢
⎣

⎡
=K

Since  then ( ) ,)()( 3xuxq = ( ) ( ) )()(3)( 23 xuxuxu
dx
d ′=   

and 
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( ) ( )[ ] ( ) ( ) )()(3)()(6)()(3)( 2223
2

2
xuxuxuxuxuxu

dx
dxu

dx
d ′′+′=′= . 

Therefore 
( )

( ) ( ) .
0
0

)0()0(
2
3)0()0(3

)0()0(3
22

2

⎥
⎦

⎤
⎢
⎣

⎡
=

⎥
⎥

⎦

⎤

⎢
⎢

⎣

⎡

′′+′

′
=

uuuu

uu
Y  

Hence, equation (3.10) becomes  

  . ⎥
⎦

⎤
⎢
⎣

⎡
′′
′

)0(
)0(

u
u

⎥
⎦

⎤
⎢
⎣

⎡
=

0
2

 Then the solution of this nonlinear system is 2)0( =′u  and  Thus .0)0( =′′u

xxu 2)( =  is the approximated solution of equation (3.11). Notice that this 

solution is the exact solution of equation (3.11). 

Next, if we choose 1=c  and 3=n  then the approximated solution of 

equation (3.11) takes the form: 

32 )1(
!3

)1()1(
!2

)1()1()1()1()( −
′′′

+−
′′

+−′+≈ xuxuxuuxu . 

which is a Taylor polynomial of degree 3 at 1=x  and  are the 

unknown coefficients that must be determined. 

3,2,1,0),1()( =iu i

Moreover since 6
3

224)( xxg −=′′  then  .448)( 5xxg −=′′′

Thus 

⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

−

−

−=

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

′′′
′′
′

=

448
3

224
3
26
3
2

)1(
)1(
)1(
)1(

g
g
g
g

G . 

 Next, we substitute 3,2,1,0, =ji  in equation (2.17) to get: 
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 .

021020
30
1

15
1

6
5

3
20

30
1

15
1

6
1

3
5

60
1

30
1

12
1

3
1

⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

−

−−

−−

=K  

Since  ( ) ( )[ ] ( ) ( ) )()(3)()(6)()(3)( 2223
2

2
xuxuxuxuxuxu

dx
dxu

dx
d ′′+′=′=  

then ( ) ( ) ( ) ).()(3)()()(18)(6)( 233
3

3
xuxuxuxuxuxuxu

dx
d ′′′+′′′+′=   

Therefore 

( )
( )

( ) ( )

( ) ( ) ⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

′′′+′′′+′

′′+′

′
=

)1()1(
2
1)1()1()1(3)1(

)1()1(
2
3)1()1(

)1()1(3
)1(

23

22

2

3

uuuuuu

uuuu

uu
u

Y . 

Hence, equation (3.10) becomes  

−

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

′′′
′′
′

)1(
)1(
)1(
)1(

u
u
u
u

⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

−

−−

−−

021020
30
1

15
1

6
5

3
20

30
1

15
1

6
1

3
5

60
1

30
1

12
1

3
1 ( )

( )
( ) ( )

( ) ( ) ⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

′′′+′′′+′

′′+′

′

)1()1(
2
1)1()1()1(3)1(

)1()1(
2
3)1()1(

)1()1(3
)1(

23

22

2

3

uuuuuu

uuuu

uu
u

⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

−

−

−=

448
3

224
3

26
3
2

. 

 Then the solution of this nonlinear system is ,2)1(,2)1( =′= uu  
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910783.2)1( −×=′′u  and .10653.8)1( 8−×=′′′u  Thus xxu 2)( ≈  

is the approximated solution of equation (3.11). Notice that this solution is the 

exact solution of equation (3.11). 

 

3.1.3 Taylor Expansion Method for Solving the Nonlinear Volterra-Fredholm 

Integral Equations:- 

Consider the nonlinear Volterra-Fredholm integral equation of the second 

kind: 

( ) ( )∫ ∫++=
x

a

b

a

pp dttutxkdttutxkxgxu 21 )(),()(),()()( 2211 λλ , bxa ≤≤         (3.12) 

where  and  are nonnegative integers. 1p 2p

Assume that the solution can be approximated as in equation (2.2). Let 

 and ( ) 1)()(1
ptutq = ( ) 2)()(2

ptutq = . Assume that  and  can be 

approximated in terms of Taylor polynomials of the forms: 

1q 2q

( ) bcacxcq
i

xqxq ii
n

i
≤≤−=≈ ∑

=
,)(

!
1)()( )(

1
0

*
11   

and 

( ) bcacxcq
i

xqxq ii
n

i
≤≤−=≈ ∑

=
,)(

!
1)()( )(

2
0

*
22 . 

Therefore  

∑
=

=≈
n

i
i tziwtqtq

0
1

*
11 )()()()(                                  (3.13) 

and 

∑
=

=≈
n

i
i tziwtqtq

0
2

*
22 )()()()(               (3.14) 
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where )(
!
1)(),(

!
1)( )(

22
)(

11 cq
i

iwcq
i

iw ii ==  and ( ) .,,1,0,)( nicttz i
i …=−=   

By substituting equations (3.13)-(3.14) into equation (3.12) one can get: 

∑ ∫∑ ∫
==

++=
n

i

b

a
i

n

i

x

a
i dttztxkiwdttztxkiwxgxu

0
222

0
111 )(),()()(),()()()( λλ  

Thus 

=)()( cu j ( )[ ] ( )[ ]∑∑
= == =

++
n

i
ji

cx

ip
n

i
ji

cx

ipj kxu
i

kxu
i

cg
0

*
,

)(
2

0
,

)(
1

)( 21 )(
!
1)(

!
1)( λλ  

                  (3.15)         

where   

( ) njidtcttxk
dx
dk

cx

i
x

a
j

j

ji ,,1,0,,),(1, …=
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
−=

=
∫             (3.16) 

and  

njidtcttxk
x

k i
b

a cx
j

j

ji ,,1,0,,)(),(2
*
, …=−⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛

∂

∂
= ∫

=

           (3.17) 

Therefore from equation (3.15) one can obtain the following nonlinear system: 

GYKYKU =−− 2
*

211 λλ      

where 

,

)(

)(
)(

)( ⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡
′

=

cu

cu
cu

U

n
#

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡

=

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

=

*
,

*
,1

*
,0

*
1,

*
1,1

*
1,0

*
0,

*
0,1

*
0,0

*

,,1,0

1,1,11,0

0,0,10,0

,

nnnn

n

n

nnnn

n

n

kkk

kkk
kkk

K

kkk

kkk
kkk

K

"
#%##

"
"

"
#%##

"
"

,  
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( )
( )[ ]

( )[ ]

( )
( )[ ]

( )[ ]
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡
′

=

⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡
′

=

=

=

=

=

cx

np

cx

p

p

cx

np

cx

p

p

xu
n

xu

cu

Y

xu
n

xu

cu

Y

)(

2

)(

1

2

2

2

1

1

1

)(
!

1

)(

)(

,

)(
!

1

)(

)(

##
 and  . 

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡
′

=

)(

)(
)(

)( cg

cg
cg

G

n
#

This nonlinear system can be solved by any suitable method to find the values of 

 and by substituting these values into equation (2.2) one 

can get the approximated solution of equation (3.12) . 

)(,),(),( )( cucucu n…′

  

To illustrate this method, consider the following example. 

 

Example (3.3):- 

 Consider the nonlinear Volterra-Fredholm integral equation of the second 

kind: 

345762 19
4

97
3

49
5
4

3
173

28
6295

2
5)( xxxxxxxxu −−−−−+−−= +   

    ( )( ) ( )∫ ∫++
x

dttuxtdttutx
0

1

0

322 )()(             (3.18) 

We solve this example by using Taylor expansion method. To do this, let 

 and 2=n
3
1

=c  then the approximated solution of equation (3.18) takes the 

form: 

.
3
1

3
1

!2
1

3
1

3
1

3
1)(

2
⎟
⎠
⎞

⎜
⎝
⎛ −⎟
⎠
⎞

⎜
⎝
⎛′′+⎟

⎠
⎞

⎜
⎝
⎛ −⎟
⎠
⎞

⎜
⎝
⎛′+⎟

⎠
⎞

⎜
⎝
⎛≈ xuxuuxu  

which is a Taylor polynomial of degree 2 at 
3
1

=x  and 2,1,0,
3
1)( =⎟
⎠
⎞

⎜
⎝
⎛ iu i  are the  
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unknown coefficients that must be determined . 

Morever since =)(xg 345762 19
4

97
3
49

5
4

3
173

28
6295

2
5 xxxxxxx −−−−−+−−   

then 23465 57
4

388
3

245
5
28

3
102

28
62955)( xxxxxxxg −−−−−−−=′  

and .114
4

1164
3

980
5

168
3

5105)( 2354 xxxxxxg −−−−−−=′′  

Thus 
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−
−
−

=

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

⎟
⎠
⎞

⎜
⎝
⎛′′

⎟
⎠
⎞

⎜
⎝
⎛′

⎟
⎠
⎞

⎜
⎝
⎛

=
669.89
570.237

297.73

3
1
3
1
3
1

g

g

g

G . 

 Next, we substitute 2,1,0, =ji  in equation (3.16) to get: 

 .

81
2

3
13

243
2

27
1

3
2

2916
7

81
1

54
5

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

−

−

=K  

Now, we substitute 2,1,0, =ji  in equation (3.17) to get: 

.

000
12
1

6
1

2
1

36
1

18
1

6
1

*

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

=K  

Since  then ( ) ,)()( 2
1 xuxq = ( ) )()(2)( 2 xuxuxu

dx
d ′=  

and 
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( ) ( ) .)(2)()(2)( 22
2

2
xuxuxuxu

dx
d ′+′′=  

Thus 

⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

⎟
⎠

⎞
⎜
⎝

⎛
⎟
⎠
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⎜
⎝
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⎜
⎝
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⎠
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⎜
⎝
⎛

⎟
⎠
⎞

⎜
⎝
⎛′⎟

⎠
⎞

⎜
⎝
⎛

⎟
⎠

⎞
⎜
⎝

⎛
⎟
⎠
⎞

⎜
⎝
⎛

=

2

2

1

3
1

3
1

3
1

3
1

3
12

3
1
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u

Y . 

Since  then ( ) ,)()( 3
2 xuxq = ( ) ( ) )()(3)( 23 xuxuxu

dx
d ′=  and 

( ) ( )[ ] ( ) ( ) )()(3)()(6)()(3)( 2223
2

2
xuxuxuxuxuxu

dx
dxu

dx
d ′′+′=′= . 

Therefore 
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⎥
⎥
⎥
⎥
⎥
⎥
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⎠
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⎛
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⎜
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3
1

3
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3
1

3
13

3
1
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3
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Hence  

−

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤
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−
−
−

=
669.89
570.237

297.73
. 

 Then the solution of this nonlinear system is  

834.6
3
1,956.4

3
1

=⎟
⎠
⎞

⎜
⎝
⎛′=⎟

⎠
⎞

⎜
⎝
⎛ uu and .833.8

3
1

=⎟
⎠
⎞

⎜
⎝
⎛′′u   

Thus  is the approximated solution of equation 

(3.18). By substituting this approximated solution into the right hand side of 

equation (3.18) one can get:  

2417.4890.3168.3)( xxxu ++=

+−−−−−+−− 345762 19
4

97
3
49

5
4

3
173

28
6295

2
5 xxxxxxx  

                                                                             ( )( ) ( )∫ ∫++
x

dttuxtdttutx
0

1

0

322 )()(  

765432 101.3174.6911.4145.1742.0520.2046.843 xxxxxxx +++−−++≈
.417.4890.3168.3)( 2xxxu ++≈≠  

So, we must increase the value of . By following the same previous steps for 

 one can get the same results. But for 

n

5,4,3=n 6=n , the approximated solution 

of equation (3.18) takes the form: 

352)( 2 ++≈ xxxu . 

By substituting this approximated solution into the right hand side of equation 

(3.18) one can get:  
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+−−−−−+−− 345762 19
4

97
3
49

5
4

3
173

28
6295

2
5 xxxxxxx  

                                                                              ( )( ) ( )∫ ∫++
x

dttuxtdttutx
0

1

0

322 )()(  

      ).(352 2 xuxx ≈++=

In this case the above solution is the exact solution of equation (3.18). 

 

3.2 Taylor Expansion Method for Solving the Nonlinear Volterra-

Fredholm Integro-Differential  Equations:- 
 Consider the first order nonlinear Volterra-Fredholm integro-differential 

equation of the second kind: 

( ) ( )∫ ∫++=′
x

a

b

a

pp dttutxkdttutxkxgxu 21 )(),()(),()()( 2211 λλ , bxa ≤≤     (3.19.a) 

together with the initial condition: 

α=)(au                                                                       (3.19.b) 

where  and  are nonnegative integers. 1p 2p

Assume that the solution can be approximated as in equation (2.15). 

By substituting equation (3.13)-(3.14) into equation (3.19.a) one can get: 

∑ ∫∑ ∫
==

++=′
n

i

b

a
i

n

i

x

a
i dttztxkiwdttztxkiwxgxu

0
222

0
111 )(),()()(),()()()( λλ  

Thus 

=+ )()1( au j ( )[ ] ( )[ ]∑∑
= == =

++
n

i
ji

ax

ip
n

i
ji

ax

ipj kxu
i

kxu
i

ag
0

*
,

)(
2

0
,

)(
1

)( 21 )(
!

1)(
!
1)( λλ                        

                                                                                                                        (3.20) 

where  and  are defined as in equations (3.16) and (3.17).       jik ,
*
, jik
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Therefore from equation (3.20) one can obtain the following nonlinear system: 

GYKYKU =−− 2
*

211 λλ      

where 

,
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⎥
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⎢
⎢
⎢
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To illustrate this method, consider the following example. 

 

Example (3.4):- 

 Consider the first order nonlinear Volterra-Fredholm integro-differential 

equation of the second kind: 

+−−=′ 44
2
9

12
7

5
4)( xxxu ( ) ( )∫ ∫++

x
dttutdttutx

0

1

0

32 )()()(                             (3.21) 

 together with the initial condition:  

.0)0( =u  
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We solve this example by using Taylor expansion method. To do this, 

assume that the approximated solution of equation (3.21) takes the form: 

32
!3

)0(
!2

)0()0()0()( xuxuxuuxu
′′ ′′′

+′+≈  +

        .
!3

)0(
!2

)0()0( 32 xuxuxu
′′′

+
′′

+′=  

which is a Taylor polynomial of degree 3 at 0=x  and  are the 

unknown coefficients that must be determined . Moreover, Since 

3,2,1,0),0()( =iu i

=)(xg 44
2
9

12
7

5
4 xx −−  then 3

3
7)( xxg −=′  and  .7)( 25 xxg −=′′

Thus .
0
0
5
4

)0(
)0(
)0(

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡

=
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

′′
′=

g
g
g

G  

Next, we substitute  and 3,2,1,0=i 2,1,0=j  in equation (3.16) to get: 

.
0003
0000
0000

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=K  

Now, we substitute  and 3,2,1,0=i 2,1,0=j  in equation (3.17) to get: 

.
0000
0000
5
1

4
1

3
1

2
1

*

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡

=K  

Since  then ( ) ,)()( 2
1 xuxq = ( ) )()(2)( 2 xuxuxu

dx
d ′= ,  

( ) ( )22
2

2
)(2)()(2)( xuxuxuxu

dx
d ′+′′=   
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and ( ) )()(2)()(6)( 2
3

3
xuxuxuxuxu

dx
d ′′′+′′′= . 

 Thus 
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Since  then ( ) ,)()( 3
2 xuxq = ( ) ( ) )()(3)( 23 xuxuxu

dx
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( ) ( )[ ] ( ) ( ) )()(3)()(6)()(3)( 2223
2

2
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dx
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d ′′+′=′=  

and ( ) ( ) ( ) )()(3)()()(18)(6)( 233
3

3
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Then the solution of this nonlinear system is  

0)0(,1)0( =′′=′ uu  and .0)0( =′′′u  Thus xxu ≈)(  is the approximated solution of 

equation (3.21). Notice that this approximated solution is the exact solution of 

equation (3.21). 



 

From the present study, we can conclude the following: 

1. Volterra-Fredholm integral and integro-differential equations are so difficult 

     to solve analytically. 

2. Fredholm and Volterra integral and integro-differential equations are special  

    types of Volterra-Fredholm integral and integro-differential equations. 

3. By using Taylor expansion method, the homogenous linear Fredholm integral 

   equation may have more than one nontrivial solution. 

4. Taylor expansion method  gave more accurate results as the degree of Taylor 

    polynomial increases. 

5. Taylor expansion method can be used also to solve Volterra-Fredholm integral 

    and integro-differential equations that contain integral operators. In this case, 

    the approximated solution can be expressed as in equation (2.2), where 

        { }.max
1

i
ni

bca
≤≤

≤≤

     For future work, the following problems may be recommended:  

1. Modify Taylor expansion method to solve the multi-dimensional integral 

    and integro-differential equations. 

2. Use other methods to solve the non-linear integral and integro-differential   

    equations say, Chebyshev method.  

3. Solve some real life applications in which its mathematical modeling can be 

    represented as Volterra-Fredholm integral and integro-differential equations 

    by using Taylor expansion method.  

4. Solve another types of the Generalize nonlinear Volterra-Fredholm integral                          

    and integro-differential equations via Taylor expansion method and to     

    solving the ordinary differential equations. 
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  المستخلصالمستخلص

  

 

  فريدهولم-فولتيرا معادلات ف الرئيسي من هذا العمل هو دراسةالهد
  .ية والتكاملية التفاضليةالتكامل

  
ية والتكاملية التكامل فريدهولم-فولتيرا معادلات هذه الدراسة شملت تصنيف

  .التفاضلية
  

-معادلات فولتيرالحل الوحدانية وبعض النظريات لوجود  تم تقديم آذلك
  .فريدهولم التكاملية والتكاملية التفاضلية الخطية

  
- فولتيرا معادلات لذلك تم مناقشة طريقة توسيع تيلر لح أضافة الى

مثلة لاا بعض مع اللاخطية، الخطية و التكاملية والتكاملية التفاضلية فريدهولم 
   .يحيةتوضال
   

  



 جمھوریة العراق

 وزارة التعلیم العالي والبحث العلمي 

 جامعة النھرین 

 كلیة العلوم

 قسم الریاضیات وتطبیقات الحاسوب

 

طريقة توسيع تيلر لحل المعادلات التكاملية والتكاملية 

 التفاضلية اللاخطية 

 رسالة 

,قسم الرياضيات وتطبيقات الحاسوبمقدمة الى  ين جامعة النهر, كلية العلوم   

   وهي جزء من متطلبات نيل درجة ماجستير علوم في الرياضيات

لمن قب  

 هدى عبد الرزاق محمد

)٢٠٠٥ ،جامعة النهرين ،بكالوريوس علوم(  

 بإشراف

أحلام جميل خليل .د.م.أ  
 

أیلول        رَمضان                                                                                          

ـھ۲٠٠٨                                                                                                م١٤٢٩   
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