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Appendix A
RIFF WAVE (.WAV) File Format

A.l. Waveform Audio File Format (WAVE):
The canonical WAVE format starts with the RIFF hexad

Offset | Field name | Length Contents
"RIFF" file
0 description | 4 bytes Contains the letters "RIFF" in ASCII
header
The file size which is less the size of the
. . "RIFF" description (4 bytes) and the size g
4 | Sizeoffile | 4bytes| g0 Gescription (4 bytes).this is usually: file
size-8
"WAVE"
8 description | 4 bytes Contains the letters "WAVE"
header

Next to the RIFF header comes first chunk 'fmt ¢hwrhich describes the

sample format:

~ @

per

/18

Offset Field name Length Contents
12 "fmt" id 4 bytes Contains the letters "fmt "
The size of the WAVE type format (2byte
+ number of channels (2bytes) + sampl
16 Size of file 4 bytes| rate (4 bytes) + Byterate (4bytes) + Blog
alignment (2bytes) + Bitspersample (2
bytes). This is usually 16
Type of WAVE format. if 1=PCM (Pulse
20 Audio Format| 2 bytes Code Modulation), values other than 1
indicate some form of compression
22 I\gjhmber of 2 bytes Channels :mono=1, stereo=2
annels
24 SampleRate 4 bytes Sample per Second e.q.800004
Byte per Second or ==SampleRate*num
28 ByteRate 4 bytes of channels*bitspersample/8
Block alignment: the number of bytes for
32 BlockAlign 2 bytes one sample including all channels.
Or ==number of channels*bitspersamplg
34 BitsPerSample 2 bytes Bits per sample 8 bit$68)its=16, etc.




Finally, the data chunk contains the sample data:

Offset Field Length Contents
name
"data”
36 | description| 4 bytes Contains the letters "data"
header
Size of Number of bytes of data is included in the
40 4 bytes data section == number of samples * number
data chunk .
of channels * bitspersample/8
44 Data Unspecified The actual sound data
data buffer

A.2 Data Packing for PCM WAVE Files:

In single channel WAVE files, samples are storedseautively. For stereo

WAVE files, channel O represents the left chanmel ehannel 1 represents the

right channel. In multiple channel WAVE files, sdew® are interleaved. The

following diagrams show the data packing for sonmmmon WAVE file

formats.

Data packing for 8-bit mono PCM:

Samplel Sample2 Sample3 Sample4
Channel 0 Channel 0 Channel 0 Channel 0
Data packing for 8-bit stereo PCM:
Samplel Sample2
Channel 0 Channel 1 Channel 0 Channel 1
(left) (right) (left) (right)
Data packing for 16-bit mono PCM:
Samplel Sample2
Channel 0 Channel 1 Channel 0 Channel 1
Low-order byte High-order byte Low-order byte High-order byte




Data packing for 16-bit stereo PCM:

Samplel
Channel 0 Channel 0 Channel 1 Channel 1
(left) (left) (right) (right)
Low-order byte High-order byte Low-order byte Highder byte

A.3 Data Format of the Samples:

Each audio sample is contained in an integer i. Sibe of i is the smallest
number of bytes required to contain the specifiath@e size. The least
significant byte is stored first. The data formawdamaximum and minimum

values for PCM waveform samples of various sizesstwown in the following

table:
Sample Size Data Format Maximum Value Minimum Value
One to eight bits Unsigned integer 255 0
Nine or more bits Signed integer 32767 -32768
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Chapter Five
Conclusions and Suggested Future Work

5.1 Conclusions

In the previous chapters, sharing audio files using discrete cosine
transform were established and its performance was tested. Various tests
were performed to study the effects of the involved coding parameters on
performance.

The main goa of this work is to reduce the size of the shares for the
purposes of saving storage media and to speed up transmit via low

bandwidth network besides guaranteeing security at low complexity.

In the following points some remarks related to the behavior and
performance of the suggested Share Audio Cryptography Using DCT
transform is indicated and some derived conclusions are presented too:

1. The security of proposed system is acquired by severa layers
which add more strength. At the first layer, the attacker should
guess secret coefficients, al and a2, for each share a share
reconstruction phase, which made recovery secret data is time
consuming for him (i.e. computationally secure method). At the
second layer, is the use of diffuser to prune the existing bits
significance in compressed data makes shares unbiased toward
local significance; this will avoid the occurrence of localization
problem.

2. If any block or blocks of one share is corrupted, we still can

fully recover the whole secret file from other shares.
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3. Spatia correlation property of the secret audio is eiminated
when compression is performed.

4. Since the linear function is unique to a specific share, even
minor changes to that share result in a dramatically different
function, thereby alerting a user to potential tampering.

5. The size of shares are significantly less than the size of the
secret file.

6. Table (4.9) shows Best Results the PSNR values of the
reconstructed secret audio range from 40.2457 to 39.9813 dB
with high M SE values.

7. Better CR without high M SE were not enough to get best PSNR
values as can be seen in comparison between table (4.9) and
(4.10).

5.2 Suggested Future Work

The following suggestions are recommended for future work:

1. The proposed system could be implemented on image or video
instead of audio wavefile.

2. Instead of using wave file, other audio formats could be used in the
future.

3. In Share Process Instead of (2,n) scheme make it (k,n) scheme
where k<n, this will lead to make number of random coefficients
will be change according to k, where needed number of
coefficients and functions will be the same as k, in order to retrieve
the original file by k authorized subsets.
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Chapter Four

Experimental Results and System Evaluation

4.1 Introduction

This chapter is devoted to present definition foe tproposed
scheme with simple example and discuss the restiltte conducted
tests to test the performance of the establishatesy The test was

conducted on wave files with 1 channel and 16pmtssample.

4.2 Mathematical Definition for the Proposed SSS (2,n)
The Goalis to distribute a Secret Compressed File (F) m&hares
{Share;, Share, ...., Sharg} in such a way that:
— Knowledge of any 2 shares makes secret file easily
computable.
— None of the shares appear to reveal informationittibe
secret file

— Shares size will be smaller than the secret file.

EachShare, is encoding of F using the linear function
Sy =Vjain + Vi aon.
ay, andap, are Random Coefficients linearly independent.
j=1,2,...,m.
m is the size of compressed file.
n is the number of shares.

v represent bytes of compressed file.
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Share n items will be : ;a1 + Vo @, Vsain + V4 &, Vsai, + Ve @on ,

V7ain + Vg @n y --v » VimBan + Vo1 8on }-

4.3 Sharing Example

We will take wave file (F) of size 15 MB as an exdento
illustrate the mechanism of the proposed schema) (yr shares
generation and n is the number of shares.

In the proposed scheme the wave file will be corsged first.
After Compression diffusion will be made for thengaressed file F to
prune the significance of the transformed bits éyersing the bits for
each byte.

Now the shares generation will start and for tixigneple n=3. Tow
random coefficients and linear function will be geated for each single
share of n shares.

Each share will be generated using random coerﬁiﬁsie(al, azwhich

should be linearly independent) with arithmetiehln function to encode
the compressed and diffused file by handling itsteots as 2 bytes l(v

v2) at each mathematical computing process for titenagtic function

till the end of the file.

Table (4.1) (example of wave file size before and after compression)

Secret File Size| Compressed File
File 15.0 MB 8.15 MB

After run the program the main menu will appeainasgure (4.1). Select
wave file for reading will be made by select Regdmave button in
figure (4.2).
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&3, Forml [E=E
Mo Of Chaninels ‘
Reading Wave
4 Sample Rate
Share [ Compression + Encryption ]
Bits per channel
Compression [rata Foimat
Share status
Mo, of shares ]3_ HisllsarEs
File Size
| T e T [ (= e i = |
‘Wave Fe-Construction HaliEhagacle ‘
Sample Rate
Ble:Compisseion Bits per channel ]—
De-share status
Data Format
Fead Reconstiucted wave file | N Of Samples ]7
File Size
Esit T N O T O T T O |

Figure 4.1 ( Main menu for the proposed scheme )

Reading 'Wave

Figure 4.2 ( Reading wave file button )

The figure (4.3) will appear to select wave file feading. The
data will be loaded for one dimensional array. Vde play the wave file
and view the shape of the signal as in figure (4.4)

After Reading the file the compression phase wdbdn by press the
button in figure (4.5).
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il = B
| 53 Load Wave File | = |
P
(L)L)~ » VBwork » PRACTICALWORK » Sharing Audio + | #2 || Search Sharing Audio Pl
Organize » Mew folder =~ O @
fr Eavorites * MName # Title Contributing artists ~ Alb
Bl Desktop £ [#] NeroSoundTrax_tes...
4. Downloads

4| test_mono_16000Hz...
“Z| Recent Places

Bl Desktop
(= Libraries
El Documents
J'F Music
| Pictures
E Videos
l% Homegroup
A mega
M Computer =[]

F

File name: MeroSoundTrax_tests_PCM_Mono_VBR 835.¢ = [Wave File (".wav) ']

| Open |v| | cCancel |

Figure 4.3 ( Loading wave file )

[« [» [0 [T -]~ ]~

Figure 4.4 ( Play the wave file)

Figure 4.5 ( Start (Sharing + Compression) Proogski
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Now the proposed compression methods will be erecut DCT,
Quantization, Zeros Run Length and Shifting Codé)e result will be

stream of bits and will be saved in a file.

& Downloads

= Recent Places

Bl Desktop

= Libraries

;I Documents
! Music

k= Pictures
E Videos

n& Homegroup

- 4]

7 = E —
5 Create File to save Shifted Code Data - &J
() |1 » vBwork » PRACTICALWORK » Sharing Audio v | 49 ||| search shorin A o]
Organize = Mew folder SE, ri_)'
b oot o Marme ¥ Title Ceontributing arhists Alby
EE Desktop El

Mo terns match your search

LK

File name: data

Save as type: | data file(".dat)

“ Hide Folders

| Save

Cancel I

Figure 4.6 (Saving data in file data.dat aftertgigf Code)

"ok" will appear as in figure 4.7 to declare thaimpression phase are
finished. After Compression the encoding will stasth diffusion and

then the share process will start by Creating gknerating tow random

coefficients and linear function for each share.

Compression

Share statuz

o
—

Figure 4.7 (Sharing and compression status)
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Table (4.2) (generation of linear functions with tow random coefficients

for each share, n=3)

Sharelz Shareé\ Shar%
FUI’]CtiOI’l S1 = V] a'11 + Vj+1 a21 S2 = V] 8.12 + Vj+1 a22 S3 = V] a13 + Vj+1 a23
(al, az) (48, 54) (43, 31) (29, 61)

Each file will represent one single share and balfilled By handling

diffused and compressed data as 2 bytelzs\,g\) at each mathematical

computing process for the arithmetic functionttié end of the file. "ok"
will appear as in figure 4.7 to declare that eneggrocess is completed

(diffusion + sharing ).

Now the size of the generated shares will be sméidin the original file

size as noticed in table (4.3).

Table (4.3) (wave file size with share size after shares generation in the

proposed scheme)
Secret File Size Share size
File 15.0 MB 8.15 MB

For Re-Construction process press the button waweenstruction in
figure (4.8) and choose any tow shares of the géeeishares to start the
process. First the de-share operation will stariguarithmetic functions
to produce items of the diffused and compresseal alad then inverse the
diffusion. "ok" will appear as in figure 4.9 to dax that de-share
process are finished. De-Compression will starinwerse the methods

shifting code, zeros run length, Quantization ar@@TD"ok" will appear
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as in figure 4.9 to declare that reconstructiontied original file are
finished.

W ave Re-Canstruction

Figure 4.8 (Wave reconstruction button)

De-Cornpression ||:|k
De-share status ||:|k

Figure 4.9 (Wave reconstruction status button)

Now press the button in figure 4.10 to play theorestructed file and

listen to the wave file.

Read Reconztructed wave file

Figure 4.10 (Reading Re-Constructed wave file)

4.4 The Test Measures

Different key parameters were utilized in the bteire to describe
the performance of various compression methodghim research the
fidelity criteria (MSE and PSNR) in addition to tld®mpression Ratio
were used to describe the performance of the estaldl compressed

stage at different coding conditions.
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4.4.1 Fidelity Measures

There are several types of matching criteria, amatgch the
Mean Square Error (MSE) and Mean Absolute DiffeeslRIAD) are
used most often. It is noted that the Sum of theasef Difference (SSD)
or the Sum of the Squared Error (SSE) is essensalne as MSE. The
Mean Absolute Difference is sometimes referredstthe Mean Absolute
Error [Salo07].

MSE=ﬁi(s« % (4.1)

Where,

s is the /" sample in the original wave data.

s is the corresponding i sample in reconstructed wave data.

M is the total number of audio samples.

Developers of compression methods need a standatdcnto
measure the quality of reconstructed files comparétl the original
ones. Well reconstructed file resembles the orlgime, and the metric
value should indicate this resemblance in propey. \Bach a metric is a
dimensionless number, and that number should notebg sensitive to
small variations in the reconstructed file. The mosmmon measure
used for this purpose is thifeeak Signal to Noise RafleSNR). It is
familiar to workers in the field, it is also simple calculate, but it has
only a limited, approximate relationship with thergeived errors noticed
by the human. This is why higher PSNR values ingbbger resemblance
between the reconstructed and the original filestiey do not provide a
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guarantee that viewers or listeners will like thecanstructed
files[Salo07].

255
PSNR= 10log, | == 4.2
gm( MSEJ (4.2)

PSNR values are used only to compare the perforenahdifferent
lossy compression methods, or to describe the teffe€ different
parametric values on the performance of an algurith this research the
fidelity criteria used to assess the performandhefproposed system are
MSE and PSNR. The performance tests were perfoondtie proposed

system by using some selected audio files as taigrial.

4.4.2.Compression Compactness

A very logical way of measuring how well a compress
algorithm compresses a given set of data is to mothe ratio of the
number of bits required to represent the data befompression to the
number of bits required to represent the data atierpression. This ratio

is called Compression ratio [Umba98].
CR= Uncompressed Data size / Compress file size (4.3)

CR measurement has been used as indicator forotin@actness
ability of the established compression schemeiswrdsearch project.The
system will compress the file size during the caogspion phase and will
produce coded minimized file size ready for endoyptphase. During
encryption and specifically in sharing process, arfites will be able to

reconstruct the wave file with size equal to thigioal file size.
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4.5 Test Parameters

In DCT method, the control parameters that haveifsignt effects
on the transformation and ratio of the correctlyiesed secret bits; are:
Block sizevalue andjuantization step

The effects of the involved control parameters (Rldength and
Quantization Step values) have been studied; spaityftheir effects on
the compression process in order to minimize tharesh file size to
construct smaller shares than the original file ind to accomplish the
sharing process.

4.5.1 Block Length Test

The conducted test had been applied on an aud# ataty, this
array was partitioned into blocks whose size is @R, 16 and 20)
samplesTable (4.4) shows the obtained test results.

Table (4.4) (The effect of the block size (BL) on the performance of

Compression of wave files used)

Compressed File size in KB Ori'gin.aj File o
BL =20 BL =16 BL=12 Size in KB
73.7 75.1 78.3 80.6 File 1
74.2 86.2 98.3 162 File 2
88.4 102 116 193 File 3
124 141 165 253 File 4
171 186 211 310 File 5
499 550 662 848 File 6

4.5.2 Quantization Tests

The main parameters used to manage quantizatiore$¥as Qstp
and weight values in equation (3.1) as shown ifetapt.5) and (4.7). If
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the value ofweightis increased it causes an increase in the distortio
level of signal.

a) In this testQstp in equation (3.1) will set to 1 amgeight is set to 0.1,
with 2 test ofBL 12 and 16.

Table (4.5) (The effect of the Quantization on the performance of
Compression of wave files used, Qst () Vector dimension at equation

(3.1) is set to block length 12,Qstp =1 and Weight is set to 0.1)

compress original size
PSNR | MSE | CR |“0 'f(B gKB
51.418]0.46912 1.02937, 78.3 | 80.6 | File 1
52.0561 0.40501 1.64802 98.3 | 162 | File 2
52.0274 0.4077]1.66379 116 | 193 | File 3
51.4056 0.47046 1.53333 165 | 253 | File 4
51.5307| 0.4571|1.46919 211 | 310 | File 5
51.2343 0.48938 1.28097| 662 | 848 | File 6

Table (4.6) ( The effect of the Quantization on the performance of
Compression of wave files used, Qst () Vector dimension at equation

(3.1) is set to block length 16 ,Qstp =1 and Weight is set to 0.1)

compress original size
PSNR | MSE | CR |“0’ 'f(B gKB
51.134 | 0.50082 1.07324 75.1 | 80.6 | File 1
51.7902 0.43059 1.87935 86.2 | 162 | File 2
51.8053 0.42909 1.89216 102 | 193 | File 3
51.9653 0.41357| 1.79433 141 | 253 | File 4
51.773| 0.4323]1.66667] 186 | 310 | File 5
51.7798 0.43161 1.54182 550 | 848 | File 6
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b) In this tesiQstp in equation (3.1) will set to 1 anageight is set to 0.2,
with 2 test ofBL 12 and 16.

Table (4.7) ( The effect of the Quantization on the performance of
Compression of wave files used, Qst () Vector dimension at equation

(3.1) is set to block length 12,Qstp =1 and Weight is set to 0.2)

compress original size
PSNR | MSE | CR |l &B gKB
50.9766| 0.5193|1.25741 64.1 80.6 | File 1
52.906 | 0.33303 2.22222| 72.9 162 | File 2
52.8957| 0.33382 2.22094, 86.9 193 | File 3
52.6946| 0.34964, 2.024 125 253 | File 4
52.2664 0.38587 1.76136/ 176 310 | File5
51.9441] 0.4156|1.60911 527 848 | File 6

Table (4.7) gives better Compression Rate reshés table (4.5)
with weight value equal to 0.2 rather than 0.lurtlersame conditions,
but the PSNR still in fifties with less MSE valuescept in case of File 1
although its CR is not big compared to other files.

Table (4.8) ( The effect of the Quantization on the performance of
Compression of wave files used, Qst () Vector dimension at equation

(3.1) is set to block length 16,Qstp =1 and Weight is set to 0.2)

compress original size
PSNR | MSE | CR |“0’ 'f(B gKB
50.3753 0.59642 1.121 | 71.9 | 80.6 ] File 1
53.0854 0.31955 2.62136 61.8 | 162 | File 2
53.1116 0.31763 2.6584| 72.6 | 193 | File 3
52.5632 0.36038 2.34259 108 | 253 | File 4
55.2394| 0.1946| 1.9375| 160 | 310 | File 5

60




(Glfg]ater Four f.x(]aerimenta/ &Ju/ﬁs and’ 3}/&&9711 fw:/uatz’on
51.6562 0.44408 1.696 500 848 | File 6

¢) In this testQstp in equation (3.1) will set to 1 amzeight is set to 0.5,
with 2 test ofBL 12 and 16.

Table (4.9) ( The effect of the Quantization on the performance of
Compression of wave files used, Qst () Vector dimension at equation

(3.1) is set to block length 12,Qstp =1.5 and Weight is set to 0.5)

compress original size
PSNR| MSE | CR meiB gKB
40.0751] 6.390955 1.3021| 61.9 |80.6] File 1
39.9813 6.530509 2.7 60 | 162 File 2
39.9822 6.529173 2.73759 70.5 | 193] File 3
39.9834| 6.527369 2.38679 106 | 253 | File 4
40.1959 6.215679 1.97452 157 | 310] File 5
40.2457 6.144837 1.75207 484 | 848] File 6

Table (4.10) ( The effect of the Quantization on the performance of
Compression of wave files used, Qst () Vector dimension at equation

(3.1) is set to block length 16,Qstp =1.5 and Weight is set to 0.5)

compress original size
PSNR | MSE | CR |l &B gKB
49.4129 0.74438 1.31485 61.3 80.6 | File 1
51.9068 0.41918 3.15789 51.3 162 | File 2
49.2973 0.76445 2.99225 64.5 193 | File 3
51.5939 0.4505|3.04087, 83.2 253 | File 4
50.4903 0.58084( 2.31343 134 310 | File 5
50.1662 0.62583 2.03357| 417 848 | File 6
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Table (4.9) gives better MSE and PSNR results thate (4.10)
with BL equal to 12 rather than 16 under the saomitions, the PSNR
values decreased to acceptable level under fified MSE values
increased While in table (4.10) High CR are givath less MSE and
high PSNR values.

4.6 The Effect of using Zeros Run Length.

Run-length encoding for a data sequence havirguémt runs of
zeroes each time a zero is encountered in the input, datavalues are
written to the output file. The first of these vaduis a zero, a flag to
indicate that run-length compression is beginnifige second value is
the number of zeros in the run. Since our wave daliahave large
number of consecutive zeros the data size can dalgmreduced using
RLE therefore this compression will be useful.

4.7 The Effect of using Shifting Code

The binary code words, produced by applying shiftogler on
encoded data, are saved in the file. Algorithm)(3kows the steps to
implement the shift encoding, taking into considiera the following

remarks:

a) Before applying shift coding the data have been pedpinto
positive values, which is a necessary conditiorcaaduct shift
encoding.

b) Before a applying shift encoding the proper sizete code words
should be determined, so in algorithm (3.5) a sargptimization
technique is implemented, it is based on testirg paksible
codeword sizes to find out the best size that lemdowest

consumption in bits (i.e. lowest output size).
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4.8 The Effect of Sharing Random Coefficients.

Random Coefficients will be used as a key for eatiare,
proposed scheme in our research i)(3haring scheme therefore to
reconstruct the original file any two share filed ve used to retrieve the
original wave file as shown in algorithm (3.9).

Since each share will be generated using arithnfietiction with
coefficients belong to that share therefore to guoime that each share
will be distinctly different than the other, Randddwoefficients which
assigned for each share will be completely differdburing share

generation, the Compressed diffused data we udeltbeing Functions:

Share; =vla;; + v2 0y

Share, =v1 a;,+ v2 ay;

Now to calculate v1 and v2 during the de-share ggsove could
derive their values arithmetically by using theldaling equation (4.4)
and (4.5):

Vl = 6hare1 ay - SharEZ 021) \ (011 ay -0y 012) (44)

V2 = (Share; ay; - Share; a;;) \ (011 22 - 27 0312) (4.5)

As in equations (4.4) and (4.5), Two shares shdadpooled in
order to reconstruct the compressed diffused hke idattacker have one
share the he should usé Random choice for eaclshare,, a,; and as,

to try to reveal the Second share.
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4.9 Test Results

1. The increase in the block length parameter caus@seease in
CR and a decrease in PSNR.

2. The increase in the value of MSE causes a litttzeimse in Cr
value, and a good decrease in PSNR values as shadalole (4.9).

3. The PSNR value decreased and the C.R value increlapend on
decreasing the number of compressed bits.

4. Best Result of PSNR at BL 12, Qstp 1.5 and WeightiQ table
(4.9), While increasing the BL to 16 under the sapaeditions
only gives best result in CR but less quality floe reconstructed

file.
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Chapter One
| ntroduction

1.1 Motivation

Due to the recent development of computers and aenmetworks,
huge amount of digital data can easily be transohitr stored. However,
it is noted that transmitted data in networks ored data in computers
may easily be eavesdropped or substituted by eseimilee data are not
enciphered by some cryptographic tools. Therefeneryption methods
are one of the popular approaches to ensure thgrityt and secrecy of
the protected information. However, one of theicaltvulnerabilities of
encryption techniques is single-point-failure, fexample, the secret
information cannot be recovered if the decrypticy ks lost or the
encrypted content is corrupted during the transomsdn addition, the
possession of an extremely sensitive key by arnviedal may not be
advisable as the individual may not be fully trdstdo address these
reliability problems, a Secret Sharing Scheme (S§&8)better alternative

to take care of such vulnerabilities.

Secret Sharing Scheme deals with problem, namelyirgha highly
sensitive secret among a group fusers so that only when a sufficient
numberk of them come together, the secret can be recatstiuthat
reduces the risk of losing the key but also malmepromising the key
more difficult. [CHA13]

1.2 Concept of Secret Sharing Scheme (SSS)

A Secret Sharing Scheme (SSS) is a process or tacptahat
divides a secret given as input into pieces catlegres such that only
specific subset of shares allow reconstruction e briginal secret
[Men96].
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More formal, it is a pair of algorithméShar e, Rec), where:

1. Share(S,n) is a randomized sharing algorithm that on input a

secret S outputs a set of m sha®s...,sn};

2. Rec(sy,...,S), t < mis a deterministic reconstruction algorithm

from shares that outputs S if {s.,s} is authorized and halts

otherwise.

A set of shares that allows reconstruction is agkbe as
authorizedor qualified The set of all authorized sets of shares is
called theaccess structurand it is denoted b#S. Usually the shares
are distributed to distinct participants and hetfoey also refer to
authorized(or qualified) set of users as the ones abledorrgtruct the
secret by putting their shares together; no otleeofparties should be
able to disclose it. An access structure is cafleshotoneif any set
containing an authorized set is also authorizefrimally, this means
that if a group of users can recover the secret) tho matter how
many others members join, the extended group Wab &e able to

determine it [Smi06].

1.3 Classification of Secret Sharing Scheme

Secret sharing schemes are characterized alongplautidependent

dimensions; these are [Bei96, Hof@,013:

A. Quantity Dimension. Depending on th&uantity” of the secret-
information leaked to an unauthorized group, se@kearing
schemes can be classified d%rfect Secret Sharingand
Computational secure secret sharing

I.  Perfect Secret Sharing. A secret sharing scheme pegrfectif
the shares corresponding to each unauthorized tspb®é@de
absolutely no information about the secret [OlilBjore

formally, a perfect SSS:
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* permits perfect reconstruction for each authorized, i.e.
H[S|A] =0, for allA € AS
» discloses no information about the secret for each
unauthorized set, i.&l[SB] = H[Y, for all B O AS
li.  Computational secure secret sharing. A secret sharing scheme
Is computational secur# some information about the secret is
leaked to the unauthorized groups, but the proldérinding
the secret is intractable. SS scheme could be basedny
assumption of computational difficulties like treeforization of
integers or the calculation of discrete logarithms.
B. Share Dimension. Based on thalimensionof the sharesSSS
categorize intoided andnon-ideal[Hof08].

I. A secret sharing scheme ideal if it is perfect and its
information rate equals 1, (theformation rateof a user is
defined as the size of the shared secret dividethéysize of
the user's share), in other wortlee size of each share is equal
to the size of the secret

ii. In order to be practical, the amount of secret rmfttion
distributed as shares should be as small as pessilsion
ideal scheme. For perfect secret sharing, the size yotEhare
is larger than the size of the shared secret. Torexethe
information ratio is upper bounded by 1, which bwes the
optimal case.

C. Access structure Dimension. Considering theaccess structure

SSS classify into: Special SSS and General SSS1[&uo

I. Formal definition of general secret sharings: Let P =
{p1.P2,...,@n} be the set of participants, and letI'=(I'1; I'2; ... ;

I'm) be an m-tuple of access structures on thefgetwhere m
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< 2P The secret data can be shared among these n
participants, and each participant holds one po¢deformation
relating to the secret data. Each qualified subset<i < m of

P, pre-determined aoeding to the access structures I' = (I'1;

I'2; ... ; I'm), can cooperate to reconstruct the shared secret

data. In General SSS, the access structure ieswicted in any

way, except (usually) monotony, as required forrtisgority of
practical schemes.

li. Special SSS The access structure satisfies someifispe
properties. These are:

» Threshold SSShe access structure contains all sets with the
cardinal at least, 1< t< m. Informally anyt or more shares
are enough to restore the secret, while few thslmares are
not. We denote such a scheme by (t; m)-secretrghari

* Unanimous(or all-or-nothing SSS. The access structure
contains only the set of all shares. Informally,shlares are
required for secret reconstruction. Unanimous 8S5{;
m)-threshold SSS.

D. Type of the shared secret. Depending on th&pe of the shared
secref SSS separate into:

I.  Bit-String SSS. The shared secret is a sequenbgspfsuch
as an element from a finite field or a text. Thasethe most
popular SSS and present a high utility in practice.

ii.  Visual SSS (VSSS). The shared secret is an imagesual
secret sharing(VSS) scheme, which originates from the
visual cryptographyroposed by Naor-Shamir [Nao94], may
be one of the most well-known realization of SSescés.

The VSS scheme is a method to encode a secret imiage
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several shares, each of which does not reveal any
information of the secret image. Each share ist@diron a
transparency, and is distributed to one of n padits. The
secret image can easily be decrypted only by gsigctie
shares in an arbitrary order.

iii.  Audio or Video SSS. The shared secret is an audiodeo
file. An Audio Secret Sharing (ASSchemeis a special
type of secret sharing scheme, where the sharesio¢dded
messageand/or the secret are/is audio file(s). It is likelgt
the secret is not a bit string or visual and itlsl@ath audio
secrets. In these cases, it could be desired tmsétict the
audio secret without any computation. In a perf&8iSS
with an audio secret the following conditions hfidhd08]:

» Every authorized subset could recognize the ausloes by
pooling their shares together.

» Every unauthorized subset could not reach a noorand
audio file by pooling their shares together. (ilee tutual
information between the secret file and the obtafiledoy
an unauthorized subset should be zero.)

1.4 Problem statement

One of the most important issues when designingesesharing
schemes is thaize of the pieces. Secret sharing schemes usually have
information theoretic security which implies thaich share be as large as
the secret [Des93]. So, in the case were the sischebits and is shared
among K people who must all come together to rectwe secret, each
share must be at least N bits because it is refjulmat information
obtained must be zero any K-1 users working togetAay scheme

overcome this bound must leak partial informatibthe secret. [Chel2]
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Satisfying the above condition becomes a problespe@ally when the
secret is multimedia content, even with the bestWknschemes. Because
the parties will not have enough memory to stomdrtpieces even in
fairly small networks or are able to successfulansmit it through a low
bandwidth network.

A second major problem with secret-sharing scheimdblat the
shares' size in the best known secret-sharing ssheealizinggeneral
access structuregss exponential in the number of parties in theeasc
structure. Thus, the known constructions for gdresceess structures are
impractical. On the other hand, the best known folweunds on the
shares' size for sharing a secret with respeat tacaess are far from the
above upper bounds. The best lower bound was prayediCsio96],
proving that, for every, there is an access structure witparties such
that sharing-bit secrets requires shares of lengtfin/log n) . So, the
qguestion if there exist more efficient schemes hargpace problem
remains open [Bei96].

1.5 Previous Work

Recent works that deal with Audio Secret Sharmaye used
different methods and with different efficiencid$e following are some
studies in this field:

Yang [YanO02], proposed two methods (Constructio@dnstruction 2) to
construct the 2-out-afraudio cryptography scheme with only one cover
sound, and one method (Construction 3) to consttinet 2-out-of-n
optical cryptography scheme with only one covergma

Lin et al [Lin03], they proposed two new (2, n) ASS schemes, which
carefully employ the technique of time division kvibnly one cover
sound. Comparing with the first scheme, the secstiteme has the

advantage of flexible improvement in relative castras needed. To test




Ghe apter e Introduction

the acoustic result, they implemented those twqgsed (2,n) ASS
schemes for smail using one wave-type cover sound and then obtained
near expected results.

Socek and MagliveragSoc05], propose and analyze a new type of
cryptographic scheme, which extends principles efret sharing to
Morse code-like audio signals. The proposed “audrigptography
scheme” (ACS) is perfectly secure and easy to impld. It relies on the
human auditory system for decoding. Audio sharimfpeme (ASS)
proposed earlier were based on disguising secnairpimessage with a
cover sound. Moreover, only 2-out-of-n audio shasehemes have ever
been proposed. Their scheme correlates strongly, isranalogous to
schemes in well-studied visual cryptography. Consatly they were
able to use the existing visual cryptography cams$ions and obtain not
only k-out-ofn audio sharing schemes, but also the most genedib a
cryptography schemes for qualified subsets.

Fugita et al. [Fuj06], proposed Audio Secret sharing scheme, in this
scheme to reconstruct secret or get the secredc@ddr is required. It is
not possible directly playing all shares sound $iameously.

Kurihara et al. [Kur08], proposed a new fask,(n)-threshold scheme
which uses just EXCLUSIVE-OR(XOR) operations to makshares and
recover the secret froknshares. They prove that every combinatiok of
or more participants can recover the secret, betyegroup of less thak
participants cannot obtain any information aboué tbecret in the
proposed scheme. Moreover, the proposed schemea isleal secret
sharing scheme similar to Shamir's scheme, in wbidry bit-size of
shares equals that of the secret. They also eeathatefficiency of the

scheme.
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Ehdaieet al. [Ehd08], a new audio secret sharing scheme which is secure
and ideal is proposed. This scheme is (k, n) tluldsior k> 2, where the
previous schemes were (2, n). It is assumed th#t tghares” and
"secret " are audio files instead of a bit string secret. dhdio secret is
reconstructed without any computation that is obly playing audio
shares simultaneously. Moreover, the simulationultesshow that the
new scheme is not sensitive to audio noise.

Nikam et al [Nik10], new (2, 2) Audio Cryptography Scheme is
proposed, the proposed scheme hides a digital tse@gsage into two
specified cadence. The original secret wave filpasceived from both
cadences playing simultaneously.

Naskaret al [Nasll], suggested a novel secret sharing scheme which
employs simple graphical masking method, perforntad simple
ANDing for share generation and reconstruction ds done by
performing simple ORIng the qualified set of legitite shares. Not only
that, the generated shares are compressed andleehcontains partial
secret information that leads to added protectiotiné secret and reduced
bandwidth requirement for transmission.

Shaw[Shal2] a modern approach for secured transmission obdilds
using fractal based chaos is proposed, which iedhasm audio secret
sharing scheme and cryptography. This scheme usgsoveerful
encryption algorithm in the first level of securityhich is very complex
to break. In the second level it uses a more pawesécret sharing
scheme to divide information into several pieceshdhat certain subsets
of these pieces (shares) can be used to recoveintbemation. If
intruders want to get the information then sevshares need to be theft.
If intruders want to destroy the information tregveral shares need to
be destroyed. This scheme have introduced a newstraind fractal based
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cryptography with secret sharing scheme which plewi low
computational complexity during both sharing ancbrestruction phases.
It also reduces the bandwidth of transmission nmadand provides
strong protection of the secret file and the corsgimn rates vary
depending upon the threshold value.
Chaudhuri[Chal3], proposed a new robust and secured Secret Sharing
scheme which is equally applicable for any filenfiats (e.g. Image,
Audio, and Text etc.) and it provides low computasii complexity
during both sharing and reconstruction phases. fdioposed scheme
employs simple graphical masking method, done mpk ANDing for
share generation and reconstruction can be dongnyyle ORing the
gualified set of shares. Thus his scheme ensuresnali computational
complexity compared to the earlier proposed schethas makes it
effective for addressing energy saving distribuestvironment where
battery driven low end processors are used andigedsialso a major
challenge.
1.6 Aim of thesis

This project aims to establish a new secret shaahgme capable
of protecting Audio data using DCT transform, Tgreposed encryption
scheme generates Shares by combining bit-levelndeasition/stacking
with a {2, n}-threshold sharing strategy. Perfe@caonstruction is
achieved by performing decryption through simpleragions based on
linear equations without the need for any post @seimg operations. The
use of DCT domain will be useful to reduce theltetze of shares due to
its compactness capabilities. Since the low freque&oefficients of DCT
transform hold a significant part of the audio sigenergy; which in turn

causes the significance localization problem, ao$dtashing functions
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will be used to prune the significance of the tfama bits to overcome

this problem.
1.7 Thesis Organization

Beside Chapter One, the remaining part of thisishesnsists of
four chapters:

Chapter 2:-" Principles of Secret sharing Schemes and Compression”

This chapter presents the background of the usedrtbld secret
sharing schemes. The well-known and commonly ustheS and
algorithms in data compression based on DCT acedsdmonstrated.

Chapter 3:-" The Proposed Scheme"

This chapter covers the details of the developedlio Secret
Sharing Schemetheir stages and steps. Also, a description Far t
implementation of each step is described. Also,eseramples are given
to illustrate the performance of the suggested austhio handle each
system task.

Chapter 4:- " Experimental Results and System Evaluation”

This chapter presents the results of experimemtalyais of some
tests applied to define the compression performaricdhe scheme in
addition to its secrecy capability.

Chapter 5:-" Conclusions and Suggested Future work™

This chapter holds a list of some conclusions aftgementing the
proposed scheme, and it gives some suggestiongufore work to
enhance the presented system.
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Chapter Three
The Proposed Scheme

3.1 Introduction
Secret sharing is a method to distribute a seceéivden some
participants such that particular subsets (i.ehaized subsets) could

obtain the secret, whereas unauthorized subsels$ ot

An Audio Sharing Scheme is proposed in this th@diss scheme is
(2, n) threshold, 2 is the number of participants who Baconstruct the
audio file together, and is the total number of generated shares which is
greater than 2.

This chapter is dedicated to present the desigmiderations,
implementation requirements and the steps takemugfmout the
establishment of the proposed sharing scheme. mMpkmentation steps
are illustrated in details using diagrams and/eups code.

3.2 Design Considerations

The main goal of the proposed encryption schente ieduce the
size of secret data before the sharing process gkice to preserve a
sufficient level of security and confidentiality efudio data under real
time constraints, the proposed sharing scheme dib@uperfect scheme.

3.3 Tools and Requirements

The proposed encryption scheme is implementedgu$fisual
Basic 6 computer language. It is executed for rigstpurpose on
computer with processor of 2.2 GHZ dual core, 3aGRyte of RAM

under Microsoft Windows 7 operating system.

27
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3.4 The proposed Scheme Structure

The proposed scheme prototype consists of two nragsdincoder
andDecoder The input to the former is plain audio data (.\WWANhile
the output isn shares. Both modules perform the same functionsnbu

oppositeway as shown in Figures (3.1), (3.2).

Encoder is passes through two stagesmpression andencryption. The

main functions oEncoder modulare listed below:

Stage A- Compression functions:

The main functions ofCompression modulare listed below and
shown in Figure (3.3)

1- Loading and Reading a wave data.

2- Decompose wave data into Blocks

3- Transforming each block from spatial to frequen@mdin by

adopting DCT.

4- Quantizing DCT coefficients to the nearest integdue.

5- Applying Run-Length Encoding (Spatial Encoder).

6- Performing Shifting Code (Entropy Encoder).

Stage B- Encryption Functions:

The main functions oEncryption moduleare listed below and shown
in Figure (3.4)

1- Diffusion.

2- Generating Random Coefficients.

3- Generating Share Functions.

4- Generatingy shares.

5- Distributingn shares.
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3.4.1 Wave Loading
The wave file (WAV) is selected in the current woo understand

its structure see Appendix A. This type of wavediis considered to be
the simplest form of audio format; it could benply converted to any
other forms of audio files. To load the actual ddlkee following steps
should occur:

» First File header is read;

» Second File header is analyzed;

» Third the actual raster data is extracted
In the recent work, the wave file is chosen to im®rio" and the number
of bits per sample is equal to twelve, algorithml)3presents this

function.

Algorithm (3.1) Loading Original Wave File

Input: Original Wave file
Output: Wav () ' Array of integers contains the data siaspf the original wave file
Nm " Number of samples

Procedure

Stepl: Readthe header of the wave file
Step2: ReadData format from the header
Check ifdata format = 1 " means the forofdhe data is PCM"
Rea&€hannel Number from the header
Read Sample Resolution from the header
ChecK channel Number = 1 then
Check If Sample Resolution = 8 then ' mean the cHaype is
mono
Readthe Chunk Size of fmt chunk from the header
Check If Chunk Size of fmt chunk > 16 then
Jump to location after (Chunk Size -17)
End if
Read Chunk ID
ReadData Size

Step3: SetL=47 " jump to location aftexdder types until data
chunk
While Chunk ID <> " data"
SetL = L + Data size
Seekto L in file
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Reac Chunk ID
ReadData Size
End While
SetNm = Data Size
Read original data from data chunk then store it in WWanarray
Else
Printout " Wrong Sample Resolution: Choose another waeé fil
End if
Else
Printout " Wrong Channel type: Choose another wave file
Endif
End if
Step4: Return (Wav , Nm)
End Procedure

3.4.2 Decompose Wave Data into Blocks

After loading the mono wave data into one dimemsaray,
decomposing function will executed. The audio clehrata will be
divided into small blocks with block size equal tweebecause each sub-
block in the source encoder exploits some redundemihe audio data in
order to achieve better compression. The transfitomasub-block
decorrelates the data. Figure (3.5) shows the fursplitting aframe A
into four blocks to show the merits of splittindgarblocks over the whole
channel.

| 10096| 10023| 10177| 9611|8357 | 7540| 7658| 7966 |7643| 7689|5972 |5302| 4552|3774 3119|2347 |

Block 1 Block 2 Block 3 Block 4

Figure 3.5 frame (A) is Split into 4 blocks

3.4.3 DCT Transformation
As common, DCT transformation will be applied orcledlock
along in the entire wave data to be transformedhftone domain into

frequency domain. The result of applying DCT transfation to each
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block of previoudrame Ais shown in Figure (3.6), while algorithm (3.2)

presents the implementation steps of DCT transfboma

| 19953|275.17| -246.5| 231.85| 15760 [223.5[562.5|182.89|12835[1750.4| 92 |99.739|6896| 1617.7|3 | 1168.77

Block 1 Block 2 Block 3 Block 4

Figure (3.6) DCT transformation drame (A)

Algorithm (3.2) Discrete Cosine Transform
Input: Wav () ' data samples of the origimave file
Nm " Number of saewl
BL ' Block length
Output: DCT.C () " DCT coefficients
Procedure
Stepl: SplitWav () array into blocks of length BL
Step2: 'ComputeDCT coefficients
ForU=0To (Nm-1-BL) Step BL
Sel = U/ BL
ForJ=0ToBL-1
Settemp =0
Fork=0ToBL-1
temp =temp + Wav(kJ}* Cos((((2*k) + 1) *J*3.14) / (2 *
BL)))
EndFor k
IfJ =0 Then
T2=(2/BL)"0.5(1/2"0.5)
Else
SetT2 =((2/BL) "~ 0.5)
Endif
SetDCT.C (I, J) =T2 *temp
End For J
EndFor U
Step3:  Return(DCT.C ()
End Procedure

3.4.4 Quantization

To improve the compression gagyantizationis taken place. l.e.

reducing the number of possible values of a quarititereby reducing
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the number of bits needed to represent it. Thaorse by simply dividing
each component in the frequency domain by a wd@gtor, and then
rounding to the nearest integer. As a result of, tmany of the higher
frequency components are rounded to zero, and rofilye rest of the
components become small numbers.

In the current work, The DCT Coefficient will beuantized
uniformly by dividing each coefficient by weightctar equal 0.1then the
rounding reals into integers represented by thite dnly, that allows
more values and loses less information. The stépQuantization are
illustrated in algorithm (3.3).

In this process, The number of possible valuesi@fquantity (and
thus the number of bits needed to represent it¢dsiced at the cost of
losing information. A "finer" quantization, thatlavs more values and

loses less information, can be obtained by Forr8iila

Q(DCT.C) =Clint ( DCT.C / Qst(x) ) 3.0)
Qst( U ) = Qstep * (1 + weight * U)
And Qstep =1
weight = 0.1
Qst () Vector dimension is set to bltekgth 12 elements.

DCT.C () DCT Coefficients will be treated as KedQst( ) of
Coefficients.

Qstepcould be setto 1 or 1.@eight could be set to 0.1or 0.2.

Algorithm (3.3) Quantization

Input: DCT.C () 'Array of DCT coefficients

Nm ' Represent Numblesamples
BL ' Represent Bddength
Output: Q () " Array of integers contathe Quantized coefficients
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Procedure
Stepl.: SetQ () array dimensions to Q(Nm/ BL, BL)
SetQst () Vector dimension to Qst ( BL )
SetQstep =1
SetAlpha =0.1 ' Represent the wetghminimize the
quantization error
Step2: ForU=0ToBL-1
Qst(U ) = Qstep * (1 + Alpha * U)
End For U
Step3: ForU=0ToNm-1-L Step BL

For X=0ToBL-1
Q(U /BL, X) =QGIODCT.C (U /BL,X) / Qst(X) )
End For X
End For U
Step4: ReturnQ)

End Procedure

3.4.5 Run-Length Encoding
Run Length Encoding (RLE) is lossless compresdnath tepresent
any group of data as pare of (item, run), this wgds useful when there is
long stream of redundant items. In this researclspecial run length
encoder for treating zeroes is utilized as illustlan algorithm (3.4).
The first 4 items of the DCT array contains a valouat is always of a
very high magnitude, it is called the DC coeffitcieather coefficients
represent increase in higher frequencies, theyalied AC coefficients
and they are become of lower magnitude as they rfrove left to right

therefore the first Four coefficients are left s While the remaining

coefficients will be encoded by RLE.

Algorithm (3.4) Spatial Encoding ( Run Length of zeros)

Input: Q () " DCT coefficients
Nm 'Represent Numbiesamples
BL 'Represent Bldekgth

Output: RL( ) 'Vector of Run Length Values
RLsize ' Size of RL Vector (

Procedure

Stepl: 'Copy Quantization Vector into 1D temp vector
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SetU=0 'Counter
For=0To Nm/BL - BL
ForJ=0ToBL-1
Set tempRL(U) = Q(l, J)
SetU=U+1
End For J
End For |

Step2: ' save the first 4 items into the RL Vector
and the
SetJ=0
For1=0To 3
Set (I) =tempRL(1)
End For |
Step3:  'start Run Length for the Os of quantizatlies
SetJ=4
Set=4
Setcount =0
While I < Nm
Set count=0
While (tempRL(I) < 1) And | < Nm '(TempRL(l) > -1
Set count = count + 1
Set RL(J) = count
Set I=1+1
End While
While tempRL(I) >0 And | < Nm
SetRL(J) =tempRL( 1)
Setl=1+1
Set J=J+1
EndVhile
End While
SeRLsize =J
Step4: Return(RL(),RLsize)
End Procedure

3.4.6 Shifting Code (Entropy Encoder)

The entropy encoder compresses the values resfitbed Run
length encoding as a step to result in better divecampression. It is
accurately determines the probabilities for eadievaand produces an
appropriate code based on it, so that the resutatpiut code stream (or
Code words) will be smaller than the input streémthe current system,
shifting coding technique is adopted to encodeotltput of RLE, taking

into consideration that there are long runs of zekere, each item will
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first mapped to positive value and then its hishogmwill be calculated.
After that an optimizer is used to produce the megunumber of bits for
representation.

The main idea of this coding method is to find toefficient that
iIs abnormally large between coefficients; the sigftcoding technique
partitions the large coefficient into smaller cogéints. Shifting Coding

steps are illustrated in algorithm (3.5)

Algorithm (3.5) Entropy Encoding ( Shifting Code)

Input: RL( ) 'Run Length Values Vector
RLsize  'the Size of Vector RL (

Output: CodeFile contains data after shifting
Procedure

Stepl: "Mapping RL (') vector values into Postiv
For I =0 To RLsize
If RL(I) <0 Then
SetRL(l) =-2*RL(l) - 1
Else
SetRL(I) =2 * RL(l)
End If
End For |
Step2: ' Find the Max value from Run Length vector
SetMax = RL(0)
Fol =0 To RLsize
If Max < RL(I) Then
Set Max = RL(I)
End If
End For |
Set Nb = Int(Log(Max) / Log(2) + 0.9)
If (2~ Nb - 1)< Max Then
SetNb=Nb +1
Endf
Step3 ' Calculate the Histogram
Forl =0 To RLsize
Sed = RL(I)
SeHis(J) = His(J) + 1
End For |
Step4: ' Start Shift Coding Optimizer
SeDptSize = Nb * (RLsize + 1)
SeDptBtl = Nb: OptBt2 =1
For Nbb=2ToNb-1
SetRng=2"Nbb-1
Sébm =RLsiz + 1
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SetSmm =0
For 1 =0 To Rng
SeSmm = Smm + His(l)
End For |
SetSm = RLsize + 1 + Smm * Nbb
Sebmm =0
Set Rngg = Max — Rng
Seubt = Int(Log(Rngg) / Log(2) + 0.9)
If (2~ Nbt-1) <Rngg Then Nbt =Nbt + 1
For | = Rng + 1 To Max
Set Smm = Smm + His(l)
End For |
SetSm = Sm + Smm * Nbt
If OptSiz >Sm Then
SetOptSize = Sm: OptBtl = Nbb
SetOptBt2 = Nbt
End If
End For Nbb

StepS: ' Create file to store coded data
Open FileCode for writing
Write RLsize, 24
Write (OptBtl), 4
Write (OptBt2), 4
SeRng = 2 * OptBtl
For 1 =0 To RLsize
If RL(I) <Rng Then
Write Bit 0: WriteWord CLng(RL(1)), OptBt1
Else
Write Bit 1: WriteWord CLng(RL(l) - Rng), OptBt2
End If
End For |
CloseFileCode
End procedure

3.4.7 Diffusion

The compressed stream will be then diffused by yapglSimple
diffuser to prune the bits significance in order @woid localization
problem.

The proposed diffuser in our scheme is shown iuiféid3.7), and
illustrated in algorithm (3.6) which implies re-angement for bits in
reversal for each byte in the encrypted file. Ti@sersible diffuser is
applied to compressed coefficients. It is requiee@rovide the necessary

diffusion. It is used to achieve better securitpgarties. This approach
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enables us to get better security per-instructatio for our implemented

software than is possible for the existing ciphers.

Compression Diffusion Sharing

Figure 3.7 Diffusion for Compressed Stream of Bits

Algorithm (3.6) Diffusion for The Compressed File

Input: CodeFile of Compressed data

Output:  FileS of Diffused Data
Procedure

Stepl:  open CodeFile to read byte of data, FileSatee Diffused Bytes
Step2:  Read Byteof CodeFile

re-arrange bits in reverse

Save diffused byte FileS
Step3:  Repeat step2 While Not end of file CodeFile

Step4: Close CodeFileandFileS
End Prcedure

3.4.8 Generating Random Coefficients
The produced compressed and ciphered stream bf/tée secret
audio file is then shared using (@) threshold, so any two participants
from n users can reconstruct the audio file togethersatsfy the former
condition, two random coefficients (al and a2)dach participant will be
generated using arithmetic functions produces galumearly independent
and fulfill the following conditions: Both Coeffients for all shares must
be:
» For either two shares they should satisfy the do 3.8
A1y <> 0.
Where @ and a; belong to Sharel,;aand a, belong to
Share2.
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» The values of as' must be:
a) Either three of them odd or the other is even

b) Or three of them are even and the other is odd

Algorithm (3.7) Generate Random Coefficient for each share

Input: Shares_no " Number of shares
Output:  randA (No. of Shares, 2) "arodyRandom Coefficient
File RandA ' File to save generated random number
Procedure
Stepl: ' Initialization step

If (No. of Shares) > 2 Then
Randomize()
Set tmp = Int(255 * Rnd() + 1)
Set no(1) =tmp
Setk=2
Step2: ' Generate Random Numbers
Do While k <= (No. of Shares * 2)
Randomize()
Settmp = Int(255 * Rnd() + 1)
Forj=1Tok
If Not tmp =no(j) Then flg = True
Else
Setflg = False
Setj=k
End If
End For |
If flg=True Then
Set no(k) =tmp
Set k=k+1
End If
Step3: ' Save non repeated values and set them tooRa@wefficients
For k =1 To No. of Shares
If no(k) + no(k + No. of Shares) <= 127 Then
SetrandA(k, 1) = no(k): randA(k, 2) = no(k + No. oh&es)
End For k
Stepd:  Return(randA())
End Prcedure

3.4.9 Generating Share Functions
After Generating two random Coefficients for eabhre, each share
will be generated using the following formula:

1S Vvlay +Vv2 &
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2S vl ot V2 oo

Sn=vlag, + V2 &, (3.2)
Where
nis the number of shares,

v represent bytes of compressed file.

Algorithm (3.8) Generate Share Function for each share

Input: Shares_no " Number of shares
randA () " arrafyRandom coefficient

Output:  S1() ' Array of functions, one for each share
Procedure

Stepl: For j=1To Shares_no
Set S1(j) = (v1 *randA(, 1)) + (v2 * randA(j, 2))
SaveS1i()) in file ]
End For
Step2: Return(S1())

End Procedure

3.4.10 Generatingn shares

After the process of generating random coefficieartd functions

for each share were constructed, the generatiaharfes will be the next

step using formula (3.2). Since the secret autkonill be shared among

users, them shares will be generated and each one is savedparate

file. Algorithm (3.9) illustrates the steps of shaigeneration process.
Example:

Encrypted file F={ v1, v2, v3,v4,V5,...,vm}.
m is the length of file F.

To generate Share 1 we will use the Coefficientsaad a2 that

belong to Sharel and the functiSi= vla;; + v2 &,

Share 1 items will be :
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{ vig, +v2 &;, v3a;+ V4 &1, Voa, + V6 &, Vias +Vv8 &1, ...,
vm-la;+vm g }.

Share 2 items will be:
{ via, +Vv2 &,, v3a,+ V4 &, , V5a,+ V6 &,, Via,+Vv8 &, ...,
vm-1a, + vm &, }.

Share n items will be:

{ via, +Vv2 &,, v3an+ V4 &,, V5a,+ V6 &,, V7an+ V8 &, ...,
vm-la,+vm &, }.

Calculate each S by taking 2 bytes form the conggiesecret audio

file and use the share coefficient to produce shams at each computing

process.
Algorithm (3.9) Generate N Shares
Input: Shares_no " Number of ebar
randA() tay of Random coefficients
FileS Répresent File of Diffused data to be shared.
Output: N Number of files, each file will regzent a separate share

N 'Represent No. of shares
File RandA ' File to save generatetican numbers as array (shares_no,2

Procedure

Stepl: If (No. of Shares) > 2 Then
generateA (No. of Shares)procedure generate 2 different numbers
for each share
Set randA(No. of Shares, 2) ' Save generatedbérs as array 2D in file
Shares_no = No. of Shares
Set S1(Shares_no) 'S1 array to compute sdtuesach share
Else
MsgBox "Error, shares must be greater than 2"
Jump to Read (No. of Shares)

End If
Step 2: Forj=1To Shares_no
Cee&ile | ' Represent separate share
Next |
size = LOF(100) 'size of FileS
Nsize = (size) 'how many integemer contain

Set no(Nsize)
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If LOF(100) > 0 Then 'check if FileS contaidaa & read them all

Get no(Nsize) from data file Save data in array no()
Fori=0 To (Nsize - 1) Step 2
Set v1 = no(i) 'v1 represemstoyte

Setv2 =no(i + 1) 'v2 represent Byte
Forj=1To Shares_no
S1(j) = (v1 *randA(j, 1)) + (v2randA(j, 2)) 'compute Shares Values pf
FileS and store each share values in separate File'
Save S1(j) in file
Next |
Next i
End If
Close FileS

Step 3: Forj=1To Shares_no
Cldde |
Next |
End Procedure

3.5 The Designed Decoder

In Encoding Stage the encoded wave data is transfibrinto
compressed stream of bits thereafter that streainbeiencrypted by
using arithmetic calculations to produce different shares save in
separated file. On the other hand, in decoding theoday two shares are
used to reconstruct the compressed data, thereddssmpression is
implemented to obtain the original wave file aswghoin algorithm
(3.10).

Decoding process is considerably easier and fastean the
encoding process because it involves little or lesmputations than
encoding process. As shown in Figure (3.2) thegiesi decoder is
Consists of the following steps:

1. Load two shares (two files).

2. The dealer will fetclthe Generated Coefficients as al, a2 for each
share.

3. The dealer wills Fetch Generated Functions to rettoat the

original compressed bits.
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4. Reconstruct the original Diffused Compressed fitarf Sharel and
Share 2 data.

5. Inverse the diffusing for the compressed file

6. Now the output of the de-sharing will be a file @dmpressed
stream of bits by Perform Shifting Code Inverse dhtput will be
integer values.

7. Zeros Run Length Inverse will be performed to reem the
compressed consecutive zeros.

8. De-Quantization will be performed now.

9. DCT Inverse will be performed on the de-quantizahligs

10.The output from DCT Inverse will be the saved tcorestruct
finally the original wave data.

Algorithm (3.10) Decoding process

Input: File RandA ' File to save generated ranchmmbers as array (shares_no,2
2 share files
Output: File De-share of the reconstructed wa\ee fil

Procedure
' Start De-Share Process'
Read (Sharel, Share2)
Fetch sharel coefficients all,a21 from File RandA
Fetch share2 coefficients al2,a22 from File RandA
Create File D 'to save data after de-share psoces
While Not End Of file Sharel and Share2
Read S1 from Sharel
Read S2 from Share2
Compute vl = (S1*a22 — S2*a21) \ (all*a22 — a22ja
Compute v2 = (S2*all — S1*al2) \ (all*a22 — a22)a
Save vl and v2 at File D
End While
Close File D
Perform Inverse Diffusing For Compressed diffusedeD
'Start De-Shifting Process'
RLsiz = ReadWord ' Set file size
OptBtl = ReadWord(4)
OptBt2 = ReadWord(4)
ReDim rRL(RLsiz)
Rng = 2 * OptBtl
Forii=0 To RLsiz
If ReadBit = 0 Then
rRL(ii) = ReadWord(OptBt1)
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Else
rRL(ii) = ReadWord(OptBt2) + Rng
End If
Next ii
CloseReadFile
" Inverse Mapping into Positive
ReDim RL(RLsiz)
Fori=0 To RLsiz
(RL(1) = rRL(i
Next i
Fori=0 To RLsiz
If Not (rRL(i) Mod 2 = 0) Then
RL() = ((rRL()+1)/2)*-1
Else
RL(®) =rRL(i) / 2
End If
Next i
"Start RL inv'
Dim k As Integer
Dim temp As Integer
temp =0
Forii=0ToRLsiz-1

If RL(ii) = 0 Then temp = temp + RL{#1) — 1

Next ii
Fori=0To3
InvRL(i) = RL(i)
Next i
Setj=4
Seti=4
Dim countO As Integer
count0 =0
While j < Nm And i < Nm
If RL()) =0 Then
countO = RL(i + 1)
i=i+1
End If
While RL(i - 1) = 0 And countO > 0
countO = cduntl
InvRL(j) =0
i=j+1
Wend
IfRL({-1)=0Theni=i+1
While RL(1)) >0 Or RL()) <0
InvRL(j) = RL(i)

i=i+1
j=j+1
Wend
Wend
u=0

Fori=0ToNm\L-L
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Forj=0TolL-1
RL(U) =q(, )

Uu=uU+1

Next j
Next i
'Start De-Quantization'
ReDim DeQ(Nm\ L, [}
ReDim Qst(L)
Qstep=1
Alpha =0.1
ForU=0TolL-1

Qst(U) = Qstep * (1 + Alpha* U)
Next U
ForU=0ToNm-1-LSteplL

Forx=0TolL-1

DeQ(U/L,x)=q(U/L, x)*Qst)

Next x, U

'INVERSE DCT'
ForU=0To(Nm-1-L)StepL
SF=U\L
Forj=0ToL-1
temp =20
Fork=0ToL-1

Ifk=0ThenT2=(1/270.5)

ElseT2=1

temp =temp + DeQ(SF, k) * Cos(((((2 *j) + 1) *IB.14) / (2 * L))) * T2

Next k

wavT(U +j)=((2/L)"~0.5) *temp
Next j

Next U

temp =0

Save wavT at File De-Share

End Procedure
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Chapter Two

Principles of Secret sharing Schemes and Comprassio

2.1 Introduction
This chapter is dedicated to explore the theaktiackground

need to establish system of audio coding to bestngtted through
networks. In the sense of thesis context, audioingoaneans audio
cryptography and compression. This chapter is dolichto two main
parts: The first one explained threshold secretrispacryptography
methodology while the principles of data compresdased on Discrete

Cosine Transform will be discussed in part two.

2.2 Concepts of threshold Secret Sharing Schemes

Threshold secret sharing refers to method for idiging asecret
amongst a group of participants, each of whomlacated ashare of the
secret. The secret can be reconstructed only wiserffiaient number of
shares are combined together; individual sharesobred use on their
own. More formally, in a secret sharing schemedrese onalealer and
n players. The dealer gives a secret to the players, bytwhen specific
conditions are fulfilled. The dealer accomplishéss tby giving each
player a share in such a way that any group (&r threshold) or more
players can together reconstruct the secret bugraop of fewer than
players can. Such a system is calletl a){threshold scheme (sometimes
it is written as anrf, t)-threshold scheme). [Shal2]

For example, consider &,(n) threshold Secret Sharing scheme
lllustrated in figure 2.1. A secr&is encrypted intm pieces called shares
V , each of which has no information of se@®ebutS can be decrypted
by collectingk shares whereak-() or fewer cannot be decrypted the

secretS[lwa03]
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\

Secret

n Arbitrary '
) B 777 S
k shares

Encryption into >

1
n shares ' S .
™ i Arbitrarv k£ — 1 No information
. % aves [P &
1 Of JH.

or less shares

Vi Y,
(Figure 2.1): A (k, n)—threshold Secret Sharingesca

In general, threshold SSS consists of multiple eba€1i13]

1. Initialization. It defines the environment of the scheme: thampaters,
the possible space of secrets and shares andlamypoe-requisites;

2. Sharing. It describes the splitting algorithm of the séanéo multiple
shares. Usually, a Trusted Third Party (TTP) catlealer performs
the sharing; however, dealer-free SSS also exist;

3. Distribution. It indicates the share(s) that are sending toh eac
participant via secure channels. Usually, durings thhase, each
participant receives one share. However, a singteypnay also own
multiple shares (and therefore obtain more powéhniwithe group) or
even an authorized set of shares (and hence becaibles to
reconstruct the secret by him).

4. Reconstruction. It explicit the key recover formulas or algorittm
performed to determine the secret from an authdsat of shares.

2.3 Constructions of Threshold Secret Sharing Schee

The current section presents the common ThresheddeESharing

Schemes explained in literature.

2.3.1. Trivial secret sharing

There are severdt, n) secret sharing schemes for n, when all

shares are necessary to recover the secret. Wheg sfficiency is not a

concern, these schemes can be used to reveal & $secany desired

subsets of the players simply by applying the seéh&neach subset. For
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example, to reveal a secieto any two of the three players Alice, Bob
and Carol, create three different (2,2) secreteshfors, giving the three
sets of two shares to Alice and Bob, Alice and Canmed Bob and Carol.
This approach quickly becomes impractical as thmber of subsets
increases, for example when revealing a secrenyd@ of 100 players,
whereas the schemes described below allow seavetdfitiently be
shared with a threshold of players. [Shal2]

The difficulty lies in creating schemes that ané secure, but do
not require alh shares. For example, imagine that the Board cédbors
of a company would like to protect their secretfala. The president of
the company should be able to access the formudanwbkeded, but in an
emergency any 3 of the 12 board members would ketakunlock the
secret formula together. This can be accomplishea Isecret sharing
scheme withh = 3 andn = 15, where 3 shares are given to the president,
and 1 is given to each board member.

When space efficiency is not a concern, trivialn schemes can
be used to reveal a secret to any desired subs#is players simply by
applying the scheme for each subset. For exampleevieal a secratto
any two of the three players Alice, Bob and Cacobate three different
(2,2) secret shares fer giving the three sets of two shares to Alice and
Bob, Alice and Carol, and Bob and Carol [Sti95].

2.3.2. Shamir's scheme

This secret sharing scheme is basedkpn){threshold based secret
sharing techniquek( n) see figure (2.2). The technique allows &mut
of n shares to construct a given secretkd)(degree polynomial is
necessary. This polynomial function of ordesl] is constructed as,

F(x) = ag + a;x + a,x% + asx® + a,x? + -+ ax_1x5* (mod p)  (2.1)
Now we can easily generate n number of shares ing above equation.

Wherea, is the secrefp is a prime number and all other coefficients are
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random elements from the secret. Each ofntlsbares is a pair {(xy;) of
numbers satisfying f(x=y; and x>0, I<i < n and 0< x< X,...< x< p-1.
Given anyk shares, the polynomial is uniquely determined fagwatce the
secret agcan be computed via Lagrange interpolation. Howeyeenk-

lor fewer shares, the secret can be any eleméme ifeld.

The polynomial function f(x) is destroyed after leashareholder
possesses a pair of valueg (¥ so that no single shareholder knows the
secret value@aIn fact, no groups df-1 or fewer shares can discover the
secret @ On the other hand, whénor more secret shares are available,
then we may set at ledslinear equations;y f(x;) for the unknown ;.

The unique solution to these equations shows tigasécret value a
can be easily obtained by using Lagrange interjpoida&ha79].

Shamir's SSS is regarded as a Perfect SS schemeskdmowing
even (k-1) linear equations doesn't expose anyrrimdtion about the
secret.

Figure (2.2): Shamir's secret sharing scheme whwe2ze

J&
""1-..\_“_‘_‘_\_‘-\--‘-J‘.:Ill'!-:""i
|H-x-"'““'-.___
; S
i : g
:cl, Xy £

Some of the useful properties of Shamir's (k, ngéghold scheme
are [Chal3]:

1. Secure Information theoretic security.

2. Minimal : The size of each piece does not exceed the site 0

original data.
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3. Extensible Wher n is kept fixed, D pieces can be dynamica
added or delete without affecting the dter pieces

4. Dynamic: Security can be easily enhanced without chantfie
secret, but bghanging the polynomial occasionally (keeping
same free term) a constructing new shares to the participa

5. Flexible: In organizations where hierarcis important, we ca
supply eaclparticipant different number of pieces according
his importance inside t organization. For instance, t
president can unlock the safe alone, where secretaries at
required together to unlock

Example

The following example illustrates the basic i of Shamir's schen.

Note, however, that calculations in the example doee using intege

arithmetic rather than usi finite field arithmetic Therefore the examp

below does not provide perfect secrecy and is nttua example c

Shamir's scheme. So we'll explain this problemsmav the right way t

implement it (using finite field arithmetis

Suppose that our set is 1234(S = 1234)

We wish to divide the secret into 6 p: (n=6), where any subset of

parts(Jic = 3) is sufficient to reconstruct the secret. At randeeobtain
two (k — 1) numbers: 166 and ¢

(ay = 166;a; = 94)

Our polynomial to produce secret shares (pointd)asefore

f(r) =1234 + 166x + 947

We construct 6 poin D,y = (x, f(2)) from the polynomia

D‘D —
D4 —

(1,1494): Dy = (2,1942); D, = (3,2578) ; Dy = (4,3402);
(5,4414); Ds = (6,5614)
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We give each participant a different single poibotf = and f (z}),
Because we us&:—1instead ofD: the points start fro(L, f(1)) and
not (0, £(0)). This is necessary because if one would (0, £(0)) ne

would also know the secrS = f(0). In orderto reconstruct the sect
any 3 points will be enouc
Let (zo,yo) = (2,1942): (x1,y1) = (4, 3402); (x4, 12) = (5, 4414)
We will computeLagrange basis polynomi:

r— T @ — T r—4 -5 1, 3 10

o= 0w, 21325 & 2*T7%
_x—xy xT—x3 -2 x—9 1,4 T
b= T Ti—z, 4-2 4-5 3% t3T7?d
=Ty T—T1 T—2 :1:—4_19 §
b= s 5-2 5.4 3% T3
Therefore

flz) = gjyj ()

= 1234 + 166z + 942>
Recall that the secret is the ficoefficient, which means tt & = 1234,

and we are done.
2.3.3Blakley's secret sharing schern

Blakley's secret sharing scheme is geometric inreafThe secre
Is a point in amm dimensione spacen shares areonstructe with each
share defining aaffine hyperplane in this space; an affingperplan is
the set of solutiong=(xy, ...Xm) to an equation of the foremx; + ... +a,
xm=b. By finding the intersection of arm of these planes, the sec (that
IS, the point of intersection) can be obtained.s'scheme is not perfec
as the persowith a share of the secret knows the secret isira pa his
or her hyperplane. Neverthele this scheme can be modified to achi

perfect securityBla7¢<]. Figure 2.3 presents this scheme.
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/ N

Figure (2.3) Blakley's Scheme

2.3.4Chinese Remainder Theorem
The Chinese Remainder Theorem can also be usednetsharing, for it
provides us with a method to uniquely determineumiverS modulok
many relatively prime integers [ShalZ2],
S<Ilicym; my, my, ..M (2.2)

There are two secret sharing schemes that makeofutiee Chinese
Remainder Theorem; [Mig83] and [Asm83]. They areeshold secret
sharing schemes, in which the shares are gendrgtegtluction modulo
the integers, and the secret is recovered by ealgsolving the system
of congruence using the Chinese Remainder Theorem.
2.3.5 Proactive secret sharing

Proactive secret sharing is a method to update
distributed keys (shares) in a secret sharing sehmmodically such that
an attacker has less time to compromise shares.chmtrasts to a non-
proactive scheme where if threshold number of sh&secompromised

during the lifetime of the secret, then secrebisipromised.
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If the players (holders of the shared secret) stbe& shares o
Insecure computer servers. attackercould crack in and steal the shai
Since it is not often practical to change the get¢he uncompromise
(Shamir-style) shareshould be updated in a way that they generat:
same secret, yet the old shares are invalic

In order to update the shares, the dealer (i.e.pdison who give
out the shares) generates a new random polynonitlal censtant teri
zero and calculates for each remaining player a orelsred pair, wher
the x-coordinates of the old and new pairs are the s&meh player the
adds the old and new-coordinates to each other and keeps the res
the new yeoordinate of the sec [Her95].

The dealer constructs a random polynomial oveeld bf degre &

wheref is the threshol
Each player gets the sh z; = (1) wheref € {1. ... Ny, nis

u
the number of players, a¥iis the share for playz: at time
intervall)
The secret can be reconstructedinterpolation oft share

To update the shares, all parties need to constucandon
1 4 i
polynomial of the forr 0i(2) = dinz” + dip2” + .. +0ip2

Each playei sends all other playe “i,j = 0:(7)

E+1 & t t
Each player updates their sh.by s = &i & Uy + oo+ Uy

wheret is the time interval in which the shares are \

All of the nonupdated shares the attacker accumulated be
useless. An attacker can only recover the secrbe itan find enoug
other nondpdated shares to reach the threshold. This ituahould no
happen because the players deleted their old shaAdditionally, an
attacker cannot recover any information about tigiral secret from th

update process because it only contains randormmattton

18



(Cftgater Two gf rz'naja/ew of Secret céj/farinj Schemes and (Gomfrew‘ion

The dealer can change the threshold number whdéilmliting
updates, but must always remain vigilant of playkegping expired
shares.

2.4 Principals of Audio Compression

The next subsections will be devoted to presentetessary
methodologies for audio compression work.
2.4.1 Digital Audio

Sound can be digitized and broken up into numigten sound is
played into a microphone, it is converted into dtage that varies
continuously with time. Figure 2.4 shows a typieahmple of sound that
starts at zero and oscillates several times. Switage is the analog
representation of the sound. Digitizing sound iselby measuring the
voltage at many points in time, translating eachasueement into a
number, and writing the numbers on a file. This esscis called
sampling. The sound wave is sampled, and the sanipeome the
digitized sound. The device used for sampling ikedaan analog-to-
digital converter (ADC). The method of representagh sample with an
independent code word is called pulse code modunldRCM). Figure
2.4 shows the digital audio process. [digital aumbmpression]

/\’/ I||||||||'.||||||||||| 00110111000... 11001100100... |||||||||||.'||”||||| \/\

ANALOG ANALOG
AUDIO PCM " PCM 5 gUDIO
INPUT VALUE VALUE UTPUT
»| ANALOG-TO-DIGITAL DIGITAL SIGNAL DIGITAL-TO-ANALOG
CONVERSION PROCESSING CONVERSION

Figure (2.4) Digital Audio Process
Since the sound samples are numbers, they ardceasdjt. However, the
main use of a sound file is to play it back. Thidesie by converting the

numeric samples back into voltages that are cootisly fed into a
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speaker. The device that does that is called aatHgi-analog converter
(DAC). Intuitively, it is clear that a high sampyirrate would result in
better sound reproduction, but also in many mormepéas and therefore
bigger files. Thus, the main problem in sound samgpis how often to
sample a given sourj8al04].
2.4.2 Concepts of Audio Compression

Huge amount of data transmission is very diffidadth in terms of
transmission and storage. Compression is basitaligmove redundancy
between neighboring samples and between adjaceciescyMajor
objective of audio compression is to representadignth lesser number
of bits. The reduction of data should be done ichsai way that there is
acceptable loss of quality. [Pat13]
In general, compression methods have been classifieithefosslessor
lossy. Lossless techniques allow the exact original data to be
reconstructed from the exact original data to m®metructed from the
compressed data. It is mainly used in cases whesamportant that the
original signal and the decompressed signal arestlsame or identical.
Examples of lossless compression are Run Lengthdaffcthann coding.
Lossy techinuges are a data encoding method that compresses data by
removing some of them. The aim of this techniquéoisninimize the
amount of data that has to be transmitted. Theynaosetly used for
multimedia data compression. Examples of lossypression are MPEG
and JPEC All real world measurements inherentlytaiona certain
amount ofnoise. If the changes made to these signals resembivad
amount of additional noise, no harm is done. T&nction is important
because lossy techniques are much more effectiv®rapression than
lossless methods. The higher the compression ((@ompression ratio =
size of the output file / size of the input filethe more noise added to the
data. [Smi06]
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2.4.3 Techniques for Audio compression
Audio compression is classified into three techem[Patl13]; these are:
A. Waveform Coding

The signal that is transmitted as input is triebéoreproduced at
the output which would be very similar to the anaji signal. Waveform-
based codecs are intended to remove waveform aborelbetween audio
samples to achieve audio compression. It aims tonmeEe the error
between the reconstructed and the original speenlefarms. Typical
ones are Pulse Code Modulation (PCM) and Adaptifteiential PCM
(ADPCM) [Sun13].
B. Parametric coding

In this type of coding the signals are represemiethe form of
small parameters which describes the signals vergurately. In
parametric extraction method a preprocessor is usedxtract some
features that can be later used to extract thenatigignal [Bri06].
C. Transform Coding

In this method the signal is transformed into frerey domain and
then only dominant feature of signal is maintainediransform method
audio can be represented in terms of coefficieftansform techniques
do not compress the signal, they provide infornmaibout the signal and
using various encoding techniques compressiongpékis done. Audio
compression is done by neglecting small and lasgsortant coefficients
and data and discarding them and then using gaaiotizand encoding
techniques [Pan93].

This technique of compression is performed infdtlewing steps:
1- Transform technique; 2-Quantization; and 3- Encoding.
2.5 Discrete Cosine Transform

The discrete cosine transformation (DCT) is a tephmn for

converting a signal into elementary frequency comgnds. In
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particular, The cosine transform translates a fsaata points from the
spatial domain to the frequency domain using Coslmesis
functions[Sal07]

The DCT in one dimension is given by [SalO4] asatqun 2.3

1

Gf = (Ef Cf nz_:lpt cos [%] 2.3
t=0

n

_ V2 for f =0, _ _
Cf—{ 1 >0 forf=01,..,.n—1

The input is a set of data valueg; (pixels, audio samples, or other
data) and the output is a set of n DCT transforsffiments (or weights)
G:. The first cofficient G, is called the DC cdécient and the rest are
referred to as the AC cfficients. Notice that the cffecients are real
numbers even if the input data consists of integ&isnilarly, the
codficients may be positive or negative even if the irgata consists of
nonnegative numbers only. The decoder inputs th@ D&Hficients in
sets ofn and uses the inverse DCT (IDCT) to reconstrucbtiginal data
values (also in groups af), The IDCT in one dimension is given as

equation 2.4.

1 n-1
. (2)2 ZC'G' t+ 1)jn 24
pt = - 2, jGj cos 7 2.

The important feature of the DCT (i.e. thetfiea that makes it so
useful in data compression) is that it takes cateel input data and
concentrates its energy in just the first few tramsf codficients. If the
input data consists of correlated quantities, thest of then transform
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codficients produced by the DCT are zeroes or small euspland only
a few are large (normally the first ones). The eaokfficients contain the
important (low-frequency) image information and tlager coéficients
contain the less-important (high-frequency) imageformation.
Compressing data with the DCT is therefore doneqgbgntizing the
codficients. The small ones are quantized coarsely igsd| the way
to zero) and the large ones can be quantized ftodlye nearest integer.
After quantization, the cdficients (or variable-size codes assigned to the
codficients) are written on the compressed stream. DpaEssion is
done by performing the inverse DCT on the quantzedficients. This
results in data items that are not identical todhginal ones but are not
much dfferent.

In practical applications, the data to be compmdsepartitioned
into sets o items each and each set is DCT-transformed anatigad
individually. The value oh is critical, small values af such as 3, 4, or 6
results in many small sets of data items. Such @lsut is transformed
to a small set of cdficients where the energy of the original data is
concentrated in a few cfficients, but there are only few dfieients in
such a set. Thus, there are not enough smalfficeats to quantize.
Large values of result in a few large sets of data. The problesuich a
case is that the individual data items of a large ae normally not
correlated and therefore result in a set of transfcodficients where all
the codficients are large. Experience indicates that n s & good value
and most data compression methods that employ @iE Uxe this value

of n.
2.6 Scalar Quantization

The dictionary definition of the term “quantizatiors’ “to restrict a

variable quantity to discrete values rather tharatoontinuous set of
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values.” In the field of data compression, quantzais used in two ways

[SimO6]:

1. If the data to be compressed are in the formaoje numbers,
guantization is used to convert them to small nusidemall numbers
take less space than large ones, so quantizatie@raes compression.
On the other hand, small numbers generally corems information
than large ones, so quantization results in lossypression.

2. If the data to be compressed are analog (i.gqgltage that changes
with time) quantization is used to digitize it ingmall numbers.
Smaller the numbers give better compression, lsat thle greater the
loss of information. This aspect of quantizationused by several
speech compression methods.

2.7 Run-Length Encoding

Digitized signals can have runs of the same value, indicating that

the signal is not changing. For instance, digitimeusic might have a

long run of zeros between songs. Run-length engot a simple

method of compressing these types of files.

Figure 2.5 illustrates run-length encoding for dadaequence having

frequent runs oferos. Each time a zero is encountered in the inpud,dat

two values are written to the output file. The fidtthese values is a

zero, a flag to indicate that run-length comprasss beginning. The

second value is the number of zeros in the rurthdfaverage run-length

Is longer than two, compression will take placen te other hand, many

single zero in the data can make the encodeddfigeet than the original.

Many different run-length schemes have been deedlod-or example,

the input data can be treated as individual bydgegjroups of bytes that

represent something more elaborate, such as fipadoint numbers.

Run-length encoding can be used on amig of the characters (as with

thezero above) several of the characters, @l of the characters.
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Original data stream: 17854 0009751604863 00367008 ...

L/

Run-length encoded: 17854039751601:462367028 ...

Figure (2.5) Example of Run-Length Encoding.

2.8 Shift Coding
The idea of this method is to encode the sequehoembers by
code words whose bit length is less than the higtle required to
represent the maximum value of the sequence of arsrib be coded.
The numbers whose values are large may split irdegaence of

code words, by using the following formula 2.5 [G&h

X = NWht Wh (2.5)
Where:

X is the number to be codedl,is the number of code words that
used to encode the numh¥r Wm is the lowest value which cannot be
coded by using a single code wowd, is the value of the last code word
used to encodxk.

The values oWm, Wi, andn are determined by using equations

2.6, 2.7, and 2.8 consequently;

Wn=2b-1 (2.6)
W = X modWmn (2.7)
n= X div Wm (2.8)

Where
b is the number of bits used to represent each esiahift code

word.
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The performance of Huffman coding and shift codang better when the
sequence of numbers has a histogram whose shamhlg peaked. The
performance of shift coding is better than Huffnaad arithmetic coding

when the histograms have long tails [Mah07]
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Summary

An Effective and secure protection of sensitive information is the
primary concern in communication systems or network storage systems, it
Is important for any information process to ensure data is not being
tampered. To achieve confidentiality and integrity of multimedia
information, various Secret Sharing Schemes (SSS) have been devel oped.

This thesis presents a (2,n) threshold Secret Sharing Scheme, which
Is one of the types of SSS and a special kind of (k, n) threshold scheme.
This scheme share a secret file among n participants, and any two
participants could cooperate to reconstruct the secret file, otherwise
participants could get nothing. The proposed scheme is designed to solve
the problem of increasing share size in most threshold secret sharing
schemes besides guaranteeing security with low complexity..

The proposed scheme prototype consists of two modules. Encoder
and Decoder, the input to the former is plain audio data (WAV) while the
output is n shares. Encoder is passes through two stages. compression and
encryption. Compression is achieved by performing Discrete Cosine
Transformation DCT, Quantizing, Run-Length Encoding, and Shifting
Coding stages sequentialy. While encryption is acquired by diffusion,
implementing Random Coefficients generating and Share Functions
generating stages consecutively.

The performance of the proposed scheme was tested, using some
fidelity measures such as Mean Square Error (MSE) and Peak Signal Noise
Ratio (PSNR) to measure the rate of error while Compression Ratio (CR) is
used to measure the compression efficiency. The test result shows

encourage results.



Republic of Iraq 4
Ministry of Higher Education
and scientific research
Al-Nahrain University

College of Science

Department of Computer Science

Share Audio Cryptography Using DCT
Transform

A Thesis
Submitted to the College of Science/Al-Nahrain University as a partial
fulfillment of the requirements for the Degree of Master of Sciencein
Computer Science

By

Sarah Saad Ali Albaghdady
B.Sc. 2003 Computer Science/ College Science/ Al-Nahrain University

Supervised by
Dr. Abeer M. Yousif
(Assistant Professor)

April 2014 Second Jamadi 1435



	Microsoft Word - Achnowledgment.pdf
	Microsoft Word - Appendix.pdf
	Microsoft Word - Title.pdf
	Microsoft Word - Arabic Summary.pdf
	Microsoft Word - title_arbic.pdf
	Microsoft Word - Chapter five.pdf
	Microsoft Word - Chapter Four.pdf
	Microsoft Word - Chapter one.pdf
	Microsoft Word - Chapter Three.pdf
	Microsoft Word - Chapter two.pdf
	Microsoft Word - Dedication.pdf
	Microsoft Word - ListOfContents.pdf
	Microsoft Word - References.pdf
	Microsoft Word - Summary.pdf
	Microsoft Word - title_english.pdf



