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Chapter Five

Conclusion and Future Work

5.1 Conclusion

The following remarks represent the main work conclusion;

1. The preprocessing operation has a tremendous effect on the
recognition rates obtain by the system.

2. The recognition rates obtained in the work show that the (DCT)
had the highest recognition rate presented, at a relative high
number of coefficient.

3. The computational time of DCT is quite large compared with WT,
which consider as a weakness for the DCT. That means the DCT
can be preferred for offline applications, but WT preferred for
online applications.

4. The results show that Daubechies WT (Db4) gives better
recognition rates in comparison with Haar WT. This is true with

different levels tested in the work (two, three and four levels).

5.2 Future Work

Many suggestions are possible for future work;
1. Modify the proposed recognition system for complete words

(without spaces).
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Chapter Five Conclusion and Future Work,

2. Modify the proposed recognition system to be used with
different types of printed fonts and character size and with
handwritten characters.

3. Modifying the recognition system to work with Arabic
characters.

4. Using Wavelet transformation as feature extraction techniques
followed by more sophisticated methods for decisions such as
neural based methods.

5. To overcome the problem of low recognition rates for some of
the characters in both feature extraction techniques (DCT, Haar
WT and Db4 WT), applying both techniques might improve the

recognition rates.
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Chapter Four

Test Results and Discussion

4.1 Introduction

This chapter is concerned the discussibthe results produced by
the proposed scheme to perform the operation obgmizing printed
characters for English letters (capital & small)damecimal digits.
Calculations of the mentioned results in this clkeapare based on 62
samples for training and 10 bmp files for testindnieh includes744
samples in addition to 62 bmp files for testing leéatter or digit separately
which includes620 samples. The training and test samples are scaaned

200 dpi resolution of 256 gray-scales.

The programming language used for thi®gedion system is Visual
C" 6.0.

4.2 System Training Process

The training file used contains characters (capstamall letters) and
the digits (0 to 9), so the total number of samphedata base (DB) is given

by:

Total DB Samples = capital letters + small letters + 10 digits
=26+ 26+ 10
= 62 samples
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Chapter Four Result and Discussion

In the building the database phase, featxtraction method (DCT or
WT) is performed on the segmented preprocessedantagn storing those

features in an external file as a reference inDBe

4.3 System Testing Process
Ten bmp files where built to be used festing (the files contain a
total of 744 different samples of the characters to cover esmiall and

capital letters and each digit twelve times), asvahin Appendix B:

744 = 26(characters) x 2(capital & small) x 12(rafpeg times)
+ 10(digits 0-9) x 12(repeatinmés)

The file where used to calculate the petage of recognition rates to
be able to compare the results which are given ey different feature
extraction techniques (DCT, Haar WT and Db4 WT) @dd in this
research. DCT or wavelet features are extracteoh feach file separately
then Euclidean distance is computed as the difiswebetween the test
pattern feature and the training patterns featumedatabase. Finally, the
recognition rate for the proposed system is congp@® the percentage of

successful recognitions as given by Equation (3.3).

For testing separate symbols (charactes digits) 26 files where
used, each file contains one of the symbols repeate times. With this

testing the recognition percent of each symbol whelculated.
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Chapter Four

Result and Discussion

4.4 Experimental Results

In this section, a number of tests were perfornedtudy the system

behavior with the feature extraction methods usedthe recognition

system.

4.4.1 Recognition using DCT

Table (4.1) illustrates the recognition rates fa€ Dtechnique on the

10 testing bmp files (Appendix B) with differentmber of coefficients.

Table (4.1) The Recognition Ratesusing DCT

DCT DCT DCT DCT DCT DCT DCT
Samplefiles| Coeff. | Coeff. | Coeff. | Coeff. | Coeff. | Coeff. | Coeff.

=1 =5 =10 =15 =20 | =25 =30
Testl.bmp 7.258 | 45.967| 74.193 86.29 91.129 93.548 93.548
Test2.bmp | 21.774| 77.419] 87.903 95.161 95.967 97.580 98.387
Test3.omp | 14.516| 70.967] 82.258 85.484 91.985 93.548 93.548
Test4.bmp | 20.967| 72.580, 83.871 88.709 93.548 96.774 96.774
Test5.omp | 19.354| 67.741) 83.871 91.935 93.548 95.161 96.775
Test6.omp | 29.032| 75.806] 87.096 91.935 93.548 95.161 95.161
Test7.omp | 19.354| 72.580| 88.709 95.161 98.387 98.387 98.387
Test8.bmp | 19.354| 64.516] 83.871 87.096 91.985 96.774 96.774
Test9.bmp | 20.967| 70.967| 87.096 95.161 95.161 95.161 93.548
Testl0.omp | 16.129 | 69.354] 83.871 91.935 91.9835 98.387 98.387

ARR 18.8705| 68.7897| 84.2739| 90.8867| 93.7093| 96.0481| 96.1289
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Chapter Four Result and Discussion

Where:

I: represents the number of DCT Coefficients
N

AverageRercogniton Rate(ARR) = Z Recognition RateTestSample/ N
i=1

N: Number of testing images.

From the results shown in the table, it is ckeaden that a number of
coefficients of 25 gives a reasonable recognitiates. It has been seen that
increasing the used number of coefficients beyobdd@es not improve the
recognition rates significantly. Increasing the dm@m of coefficients
accordingly increase the computational time. ThuiBRA&96.0481%, so this
level is taken to calculate the recognition rate éach sample, characters
(capital and small ) and digits (0-9), which wdsstrated in table (4.2), the
testing files contains each symbol separately omege repeated 10 times but
with only one training sample.

From table (4.2) one can observe that this featxteaction method is

good and suitable for most of the symbols usedthisresearch.
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Result and Discussion

Table (4.2) Recognition ratesusing DCT with 25 coefficients

RECOGNITION RECOGNITION
SAMPLE SAMPLE
RATE RATE

A 100 5 70
B 80 6 100
C 100 7 70
D 100 8 100
E 100 9 70
F 100 a 80
G 100 b 100
H 100 c 80
| 100 d 100
J 100 e 50
K 100 f 100
L 100 9 70
M 100 h 100
N 100 i 90
o) 80 i 80
P 100 k 100
Q 100 | 100
R 80 m 100
S 100 n 100
T 100 o 70
U 100 P 100
Vv 100 q 100
W 100 r 100
X 100 s 100
Y 100 t 90
Z 100 u 100
0 100 v 100
1 100 w 100
2 70 X 100
3 100 y 70
4 100 z 90
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Chapter Four Result and Discussion

4.4.2 Recognition using Haar WT

Table (4.3) demonstrates the recognition ratesHaar Wavelet Transform

Technique according to different wavelet decompositevels.

Table (4.3): The Recognition Rates using Haar WT

Samplefiles Haar Coeff. | Haar Coeff. | Haar Coeff. | Haar Coeff.
1-Level 2-Levels 3-Levels 4-Levels
Testl.bmp 15.322 25.806 45.161 66.935
Test2.bmp 32.258 38.709 59.677 86.290
Test3.bmp 22.580 32.258 62.903 82.258
Test4.bmp 22.580 29.032 67.741 85.483
Test5.bomp 24.193 24.193 58.064 88.709
Test6.bmp 25.806 35.483 59.677 85.483
Test7.bmp 25.806 29.032 53.225 83.871
Test8.bmp 24.193 30.645 51.612 83.871
Test9.bmp 30.645 35.483 67.741 96.774
Test10.bmp 32.258 40.322 67.741 88.709
ARR 25.5641 32.0963 59.3542 84.8383

Where:

N

AverageRercogniton Rate(ARR) = Z Recognition RateTestSample’ N
i=1

N: number of test sample.

From the above table, the obtained results obwouslicate that four
wavelet decomposition levels produce the best neitiog rates for Haar WT,
with 13 coefficients. With ARR=84.83%, so this léietaken to calculate the
recognition rate for each sample, characters (gbartd small ) and digits (0-9)
which was illustrated in table (4.4), the testingd contains each symbol
separately on an image repeated 10 times but withane training sample.
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Chapter Four

Result and Discussion

Table (4.4) Recognition rate using 4-level Haar WT decomposition:

SAMPLE RECOGNITION SAMPLE RECOGNITION
RATE RATE
A 100 5 20
B 100 6 100
C 90 7 60
D 100 8 90
E 10 9 50
F 80 a 100
G 70 b 30
H 100 c 90
| 80 d 30
J 20 e 100
K 100 f 80
L 90 g 20
M 90 h 10
N 90 i 40
o) 90 i 10
P 70 k 10
Q 100 | 90
R 100 m 100
S 70 n 100
T 100 ) 50
U 70 P 70
Vv 100 q 70
W 100 r 60
X 90 s 100
Y 60 t 100
Z 80 u 100
0 100 v 100
1 60 w 90
2 20 X 100
3 100 y 20
4 100 z 90
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Chapter Four Result and Discussion

4.4.3 Recognition Rates using Daubechies-4 WT (Db4)

Table (4.5) illustrates the recognitiontesa for Db4 Wavelet

Transform Technique according to different waveletomposition levels.

Table (4.5): The Recognition Rates using DaubechiesWT

Sample Db4 Db4 Db4 Db4
files Coeff. Coeff. Coeff. Coeff.
1-Level | 2-Levels | 3-Levels| 4-Levels
Testl.bmp 38.709 41.129 60.483 76.612
Test2.bmp 51.612 62.903 75.806 91.935
Test3.bmp 48.387 66.129 75.806 88.704
Test4.bmp 41.935 56.451 74.193 93.54¢
Tests.bmp 54.838 66.129 77.419 91.93"
Test6.bmp 41.935 54.838 77.419 91.93"
Test7.bmp 38.709 56.451 72.580 88.704
Test8.bmp 41.935 64.516 77.419 93.54¢
Test9.bmp 61.290 62.903 79.032 96.774
Test10.bomp | 48.387 61.290 80.645 93.54¢

ARR 46.7737 | 59.2739] 75.0801 90.7253

A S = S — S~ A B~ N R~ A = —

LA

Where:

N

AverageRercogniton Rate(ARR) = z Recognition RateTestSample’ N
i=1

N: number of test samples.

From the results obtained from the abowdetad-level wavelet produces
the best recognition rates for Db4 WT. With ARR=#53%, so this level is
taken to calculate the recognition rate for eachpda, characters (capital and
small ) and digits (0-9) which was illustrated able (4.6), the testing files
contains each symbol separately on an image reppdfx¢imes but with only

one training sample.
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Chapter Four

Result and Discussion

Table (4-6) Recognition rate using 4-level DaubechiesWT

SAMPLE TEST RECOGNITION SAMPLE TEST RECOGNITION
RATE RATE
A 60 5 20
B 100 6 100
C 100 7 40
D 100 8 100
E 10 9 50
F 100 a 100
G 90 b 70
H 100 80
| 80 d 100
J 90 e 90
K 90 f 70
L 20 g 20
M 90 h 20
N 100 i 90
o) 80 i 10
P 90 k 100
Q 90 | 100
R 20 m 100
S 90 n 50
T 100 ) 70
U 90 P 100
Vv 100 q 100
W 100 r 100
X 100 s 70
Y 100 t 80
Z 100 u 100
0 100 v 90
1 100 w 100
2 20 X 90
3 80 y 20
Z 100 z 40
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Chapter Four Result and Discussion

4.5 Discussion

In this research, images in Appendix B evéirstly designed by the

paint and stored as digital image, these image® weed first to test the

system, which gives result between 99.5% to 100%ucy. But these

digital images were printed and scanned and thed us test the system,

which gives the obtained result mentioned in thegegi tables in this

chapter.

From the previous tables, one can conclude thevotigs:

1.

The quality of printer, the resolution of the scannand the quality of
paper have high effects on the recognition rates.

From Table (4.1), a number of coefficients of 2®m8 reasonable to
get high recognition rates for DCT method.

4-level of wavelet decomposition produces the besbgnition rates for
both WT methods (Haar and Db4), as shown in TaBl&)(and Table
(4.3).

Table (4.3) and table (4.5) shows that Daubechi€B §Wwes better

recognition rates than Haar WT.

For all the methods used in the work, the best gatdmn rates are
obtained using DCT technique. With 25 coefficientfich require

relatively more computational time.

For both feature extraction techniques used in thmesearch the

recognition rates for some characters are sigmtigaow.
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Chapter one

Introduction

1.1 Motivation
Recognition regarded as a basic attribute of druimeings and

other living creatures. According to the nature alfjects to be
recognized, the process of recognition can be dWithto two major
types: the recognition of concrete items and theogeition of
abstract items. Pictures, characters, music and aiject can be
recognized around us. This process may be refetoeds sensory

recognition, which includes visual and aural pattern recogmiti®n

the other hand, one can recognize an old argumeat solution to a
problem without resorting to external stimuli. Thpsocess involves
the recognition of abstract items and can be termenceptual

recognition [Ema95].

1.2 Pattern Recognition

Pattern recognition is the scientific ddime whose goal is the
classification of objects into a number of categerior classes.
Depending on the application, these objects cannmeges, signal
waveforms or any type of measurements that neebetalassified
[Ser03], figure (1.1) illustrate the pattern recdgm family, which

divided mainly into sound recognition and imageoguition.



Chapter One Introduction to text Recognition

The principle function of a pattern recdgm system is
decision making concerning the class membershifh®fpatterns, and

with which classes to be compared.

A pattern can be defined as a quantitadivstructural description
of an object or some other entity of interest, wlal pattern class is a set
of patterns that share some common character[&ma95].

In general, pattern recognition systems have gers¢ybe of work and

have common phases in order to perform its reqgijori.

The image recognition is part of the patteecognition and the
text recognition is part of the image recognitibm.general, character

by character recognition is need to made text rettoop.

e Sound
Recognition
Pattern
Recognition <
| Image
Recognition

Figure (1.1) Pattern Recognition Family

1.2.1 Text Recognition

Text recognition problem is widely studieth pattern

recognition field for the last two decades becanfsieoth it theoretical



Chapter One Introduction to text Recognition

value in pattern recognition and its numerous aion like
automatic processing of post addresses in maikngttautomatic
money amounts determination in bank checks, procgssand

analyzing of printed text documents [Mac96].

The problem of printed text processingofsgreat importance
because its satisfactory solution will allow digitig millions of
printed text and handwritten materials all over wWarld, thus making
them broadly available. For example the problem feliable and
secure preservation of the cultural heritage iesdly important and
urgent one. This is why so many researchers all tive world have
been involved in during the last decades. To im@em text

recognition, character recognition must be donst fir

1.3 Character Recognition

Character recognition is more widely knoasmoptical character
recognition (OCR), since it deals with opticallyopessed characters
rather than magnetically processed one. The maijectibe of
character recognition is the conversion of a grephdocument into a
textual one [Tap90].
Various approaches, system architectures and metbgiés have
been proposed to solve the problem of characterg®tion [Par99].

Figure 1.2 shows different families of @der recognition. Two
different families are included in the general tevhtharacter recognition
[Imp91]:

* On-line character recognition

* Off-line character recognition

3
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On-line
- Character
Recognition
Character Magnetic
Recognition |3 Is Character
Recognition
Off-line :
\ Character < Handwritten
.- s acter
Recognition Cha acter
Recognition
Optical
~ Character
Recognition
Printed
" Character
Recognition

Figure 1.2: The different families of characteraguaition

On-line character recognition deals witdada stream which comes
from a transducer while the user is writing. Theid¢gl hardware to collect
data is a digitizing tablet which is electromagoeair pressure sensitive.
When the user writes on the tablet, the succesasmeements of the pen
are transformed to a series of electronic signathvis memorized and
analyzed by the computer [Tap90].

Off-line character recognition is perfodnafter the writing is
finished. The major difference between on-line aftiline character
recognition is that on-line character recognitioas htime-sequence
contextual information but off-line data does ridtis difference generates

a significant divergence in processing architectaed methods.

The off-line character recognition can be furthexuped into [Web1]:

» Magnetic character recognition (MCR)



Chapter One Introduction to text Recognition

» Optical character recognition (OCR)

In MCR, the characters are printed withgn&tic ink. The reading
device can recognize the characters accordingetaitigue magnetic field

of each character. MCR is mostly used in banksMeck authentication.

OCR deals with the recognition of charexctacquired by optical
means, typically a scanner or a camera. The clemsaate in the form of
pixelized images, and can be either printed or Warten, of any size,
shape, or orientation [Pav92].

The OCR can be subdivided into handwrittbaracter recognition
and printed character recognition. Handwritten ab@ar recognition is
more difficult to implement than printed charactecognition due to the
diversified human handwriting styles and custonms.ptinted character
recognition, the images to be processed are irfottmes of standard fonts
like Times New Roman, Arial, Courier, etc [Pla02].

Character recognition schemes, which camib®led into four
groups as follows:

1. Fixed — font recognition: which is the recognition of specific
font's type written characters. The two fonts img®l use are
known as OCR-A and OCR-B, illustrated in Fig (1-QCR-A
was an attempt at creating a stylized set of charawhich
brought together a number of buffering fonts intoumifies
standard. OCR-B was designed to produce a set afacker
with visually acceptable shapes that were as negroasible to
conventional character [Awc95].
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BCDE ﬁABCDEi
1234 01?345

OCR-A Example OCR-B Example

P

Figure (1.3): OCR-A and OCR-B examples

2. On-line recognition: which is the recognition of single hand
drawn character where not only the character imageovided
but also the timing information of each stroke. fidhbave been
a large number of research results about On-linaragter

recognition [Bon97].

3. Hand — written character recognitionwhich is the recognition
of single hand-drawn character of an alphabet, Wwhis
unconnected and not written in calligraphy.

4. Script recognition: It is the recognition of unrestricted
handwritten character that may be connected andsivair
Cursive script recognition systems can rely ességtion three
types of knowledge: morphological, pragmatic anagliistic.
Morphological knowledge refers to everything that is known
about the shapes of cursive lettdPsagmatic knowledge refers
to what is known about how to spatially arrangesows letters

into words, phrases and paragraphsnguistic knowledge

6
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concerns the language that is used to convey thesage

represented in handwriting [Mar94].

1.4 Problem definition of character recognition
Character recognition is subset of pattezoognition system

that is regarded as a system, whose input is tfenmmation of the

character to be recognized, and the output is ascta which the

entered character belong [Lee96].

The problem can be formulated as followsien a set of N
known characters and a new input character. Thie ia$o find out
which of the known characters is closest to the ménaracter. This
generic problem has many applications, for exampimted character
recognition and hand written character recognitidbaxt recognition
problems are usually characterized by a large donsgace. For
example, recognizing printed characters is veryarngnt cause of the
huge number of books, sheets and printed mateanaddable all over
the world. The task is much more difficult when fonvariant, scale-
invariant, shift-invariant, rotation-invariant, ornoise-invariant

characters should be recognized [Nik98].

1.5 Literature Survey

Pattern recognition fields include a numbg&applications that
have been implemented and studied, i.e., Automafiarget
recognition, signature verification problem, Fingent Image

identification.
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E. W. Brown [Bro92] presents the application of K#uNetworks to
the problem of identifying machine printed charesten an automated
manner. In particular, a back propagation netasméd on an eighty-four
character font and tested on two other fonts. ésults are compared
against results obtained on the same data by a traméonal approach
This work explores the differences between twoedéht optical character
recognition (OCR) algorithms: a feature extractiomethod using
traditional artificial intelligence techniques fdassification, and a Neural
Network approach with virtually no preprocessinggeTbasic idea of the
experiment was essentially to run the identicaladdirough the two

different algorithms and note the differences ioheaun along the way.

Chai S. K [Cha95] presents the transformation festwsing Fourier
transformation to generate feature set from Fowoefficients and points
to the powerful characteristics of Fourier transfation of being
invariant to image rotation and translation, itsimdisadvantage is the

neglected of all spatial features and depends Yigihifrequency features.

Covavisaruch N. [Cov00] presents on-line recogmitsystem of Thali
alphabetical characters by using geometrical festwhat are directly
extracted from the image (spatial domain); inforimatextracted for
each character is encoded and gathered into segeoaps such as

characters width/height ratio and directional code.

S. M. Maliki [Mal02] presents models of Neural Netrk are used to
recognize printed characters, applying ArtificialeiNal Network
(ANN) of three types, which are:- Kohenen All Classin One

8
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Network (ACON), Kohenen One Class in One NetworlC@N), and
learning Vector Quantization(LVQ). Haar Waveletrisformation is
used to extract the parametric features of thetedircharacters, in
addition to the Geometrical features such as: Mdnaerd Complex
Moment. The system was implemented on a databagd8&8®fsamples,
70 samples from the database were used for trairang the all 130
samples were used for testing the system. The mysfiwes about
91% Recognition rates.

Chaudhuri B. B. [ChaO3] used seven moment invaeants
geometrical features in developing an OCR machinkge
characteristics of moment's invariant and the resfilthis research
seems to be promising to be used for charactergrgdon, noticing
that Chaudhuri B. B. uses also Fourier transforamatas feature

extraction method for achieving of such promisiegults.

K. M. Vamsi [Vam04] presents an attempt is madeetognize printed
characters by using features extracted using thegsed sector approach.
In this approach, the normalized and thinned charamage is divided
into sectors with each sector covering a fixed anghe features totaling
32 include vector distances, angles, occupancy amd-points. For
recognition, both Neural Networks and Fuzzy logechniques are
adopted. The proposed approach is implemented estddt on printed
isolated character database consisting of Englisdracters, digits and

some of the keyboard special characters.
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H. Yan [YanO6]present an algorithm which was developed for pdnte
character recognition based on boundary analysiew Nboundary
smoothing schemes have been proposed, which canceaedoise
significantly. The extracted boundary features iak@riant to character
size and are convenient for recognition. The wiadd@rithm is based on
the chain code of each boundary and no floatingatimm is involved.
The algorithm is tested with sample pages of a phdirectory.
Experimental results show that this algorithm ighty reliable and very

fast and it gives about 94% recognition rates

1.6 Aim of the work

The aim of the project is to design and implemersoétware-
based system to recognize printed characters; rdiffe types of
transformation were used to extract the paramdeatures of the
printed characters. The system is to be usedrdoognizing printed
characters for English letters (capital & smalldasecimal digits (O-

9), printed with Times New Roman font, size 14.

1.7 Thesis Layout

The following are the outline of the thesis consent

Chapter Two: provides an overview for the theoretical backgdor
characters recognition system.

Chapter Three: Presents the practical part of the thesis anesttite
algorithms used in constructing the proposed system

Chapter Four: Presents the results and discusses certain saseg cised
to test the system.

Chapter Five: Gives some conclusions and suggestions for futund.w

10



Chapter Three
Proposed Character Recognition

System

3.1 Introduction

This chapter introduces character recognitsystem including
the training and testing conditions. In additiolme {performance of the
system in identifying all isolated English Alphalme{capital & small
letters) and isolated digits (O to 9) written inmids New Roman font
with size 14 is used for reason of its standard iasprinting books,
thesis and sheets, using the possible preprocessiegmentation,

shifting, feature extraction, transformation andtehang method.

3.2 Character Recognition model
The proposed character recognition model is il in
figure (3.1), which consists of the usual stepattern recognition,

as described below:

3.2.1 Input Image

Image that contains the text to be recogais acquired by using
scanner with 256 gray scales and size 512x512 kellsaved for

further processing as shown in figure (3.2).
3.2.2 Preprocessing

Key function of preprocessing is to impecthe input image in

way that increase the chance for success of tHewolg process, and

30



Chapter Three Proposed The Character Recognition system

using different image processing techniques formmdizing input
patterns. For character recognition, the preprangdsere will include

histogram starching, noise removing, and binaraati

Preprocessing Segmentation
Histogram Line
stretching ! ' | segmentatio| ||
— . B |
| Noise Removin Character
i ! ' | seamentatic !
: Binarization L
B EEREREEEEEEEEE i Feature Extraction
(o :
«—| DCT |
1
— Testin ' [
Decision Pattern J i e
Rule <« Matching | 1 ! Haar <%,
1 1
1 1
I «—| Db4 [«
. :
< ' T |
The most il i
similar R fDB Training
char eferences| <

Figure (3.1): The Proposed Character Recognitiom®lo

ABCDEFGHITELDM
NOPQESTUVWXTY
i

0123456789

abcdefghijklmnop
qretuvwxyz

Figure (3.2): The Training Scanned Image
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3.2.2.1 Histogram stretching

The histogram stretching is the one of the wellwmnoand the
mostly used histogram algorithms to improve a petdhis method selects
and stretches the main power interval of the hrstwg The calculation of
the power interval is selected by a minimal and aimal point. These
points are determinate by a threshold value. Attbeat, the main power

range is stretched to the full range (0-255), aqug®R.1).

Histogram presents the number of pixelsath brightness pixel in
an image. Histogram stretching used to reduce tfferdnce between

gray level values in the image.

Algorithm (3.1): Histogram stretching

I nput:
I[X][y]: array of pixels (the input imay®f size HxW,
H: height of the image,
W: width of the image.
Output:
[[X][y]: array of pixels with stretched value (0-2p
Procedure:
1. Set Imin is the minimum value of the image=255,
Set Imax is the maximum value of the image=0
ForalliO [0, H-1],j O [0, W-1]
Imin = minimum value in the image
Imax = maximum value in the image
end For
ForalliO [0, H-1],j O [0, W-1]
I[i16] = (A0] = Imin) / (Imax-Imin) x 255)
end For

© N o g M W DN
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Figure (3.3) shows the application of histogrametining of the
original image (before print and scan the image):

(ol 12060

° 7 ————
ABCDEFGHIJEL ABCDEFGHIJKL
MNOPQRESTUVW MNOPQRSTUVW
XYZ XYZ
0123456789 0123456789
abcdefghijklmno abcdefghijklmno
pqrstuvwxyz parstuvwxyz
Histogram stretching Image Original Image

Figure (3.3) The histogram stretching of the oradirmage
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Figure (3.4) shows the application of histogramettining of the

scanned image (after print and scan the image):

ABCDEFGHITELM
NOPORSTUVWXY
Z

0123456789

abcdefehyklmnop
qrsfuvwyyz

Histogram Stretching

Scanned Image
Scanned Image

Figure (3.4) the histogram stretching of the scaningage

3.2.2.2 Noise Removing

To remove noise from the input text imagean filtering noise
removing is used, so that the result is more sigtdlban the original

image for specific application. In our work, a 3 3filter size is

34



Chapter Three Proposed The Character Recognition system

selected to be convolved with the text image, fggu2.2). The
convolution process requires us to overlay theefilon the image,
multiply the coincident values, and sum all thessults and placing
the result of the operation in the location corsging to center of
the filter. When the end of the row is reached, fitier is moved

down one row, and the process is repeated row by watil this

procedure has been performed on the entire imagde Nhat the
output image must be put in a separate image acaled a buffer, so
that the existing values are not overwritten durting convolution

process.

Algorithm (3.2): Mean Filter

Input:
I[X][y]: Array of pixels(the input image),
H: High of the image,

W: Width of the image,
Output
I[X][y]: array of noiseless image
Procedure:
1. Set Filtersize=3,
2 For all i & j < Filtersize
3 Mask[i][j]=1/9,
4 end For
5. ForalliO [0, H-1],j O [0, W-1]
6 If (i=0) or (i=H-1) or (j=0) or (j=W-1)
7 buffer[i][ji]=1[i][i],
8 end For
9 ForalliOO[1,H-1],j O[1, W-1]
10. Set Sumfilter=0,
11. For all xI [0, Filtersize-1]y U [0, Filtersize-1]
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12. Sumfilter=Sumfilter+Mask[x][y]xI[x+&][y+]-1],
13. end For

14. buffer[i][j]J=Sumfilter

15. end For

16. Forallild [0, H-1],j O [0, W-1]

17. I[i][j]=bufferi][j],

18. end For

Figure (3.5) shows the effect of the applicatiorttod mean filter on a

noisy scanned image (with salt and pepper noise):

ABCDEFGHIJEL

ABRBCDFEFFGHITRT MNOPORSTUVW
MNOPORSTUVW XYZ
NY S

0123456780
1241467 8O
abecdetghyyklmno

abedetzghnklmno pyrstovwxyaz

pParstnywxy g

Image after applying Image with salt and
mean filter pepper noiss

Figure (3.5) the effect of mean filter on the image

3.2.2.3 Binarization

It is process of turning a gray scale imagto a binary image
(only two levels 0 and 1) in order to facilitateettieature extraction

process. As mentioned in the previous chapter etlage a number of
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algorithms to find the threshold value, the simplese use the mean
value or the median of the pixel values of the imayl of these

algorithms are based on global thresholds or |twasholds.

Global threshold means a value for all tlhage pixels, and the
local threshold means that the image is partitiome¢d smaller blocks
and threshold value is then calculated for eactho$e blocks a value
for a block with fixed size i.e. 32x32 or 16x16yanlock size chosen
led to the same result, the binarized image. Ltlwedsholds demand a

lot more calculations but mostly compensate it vathetter result.

Algorithm (3.3): Global threshold binarization

I nput:
[[X][y]: Gray scale array of pixels(the input image
H: Height of the image,

W: Width of the image,
Output

I[X][y]: Binarized image
Procedure

1. Set threshold=0,

N

Forallill [0, H-1],j O [0, W-1]
3. threshold=threshold+I[i][j]/(HxW)

4. end For

o

Forallio [0, H-1],j O [0, W-1]

o

If (I[i][j]>threshold) Then (I[i][j]=255)
7. Else I[i][j]=0

8. end For
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Figure (3.4) shows the effect of the application tbé binarization
technique on the scanned image (after print anad $eaimage) using local

mean threshold value.

ABCDEFGHITELM ABCDEFGHIJKLM
NOPQRSTUVWXIXY NOPQRSTUVWXY
z z
0123456789 0123436789
abcdetehyyklmnop abcdefghijklmneop
qrEfuvwxyz qrefuvwxyz

Scanned imac Binarized Scanned image

Figure (3.6) the effect of binarization technique

Algorithm (3.4): L ocal threshold binarization

I nput:
I[X][y]: Array of pixels(the input image),
BlocksizeH: High of the block size,

BlocksizeW: Width of the block size
Output

I[X][y]: Binarized array of pixels.

Procedure

1. Forallitd [0, H-1, i=i+BlocksizeH]j LI [0, W-1,j=]+BlocksizeW]

2. Set threshold=0,

3. For all x(J [0, BlocksizeH-1]y [1 [0, BlocksizeW-1]
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4. threshold=threshold+I[x][y]/( BlocksHxBlocksizeW)
5. end For

6. For all x(J [0, BlocksizeH-1]y [1 [0, BlocksizeW-1]

7. If (I[x+i][y+]j]>threshold) Then (K+i][y+j]=255)

8. Else I[x+i][y+j]=0

9. end For

10.end For

3.2.3 Segmentation

Segmentation is defined to be the proa#Esgartitioning the
image into distinct regions that are meant to datee strongly with
features of interests in the image. Segmentatiatgss is performed
by determining the upper and lower bounds for dawh of text in the
image (i.e., row scan). After that column scan psxis performed in
order to find the left and right bounds of eachrelcter.

In this process, the image is separatdd mumber of sub-
images, each of these sub-images contain part efimmage that
represent an English character (capital or smaHjance or a digit (0-
9), this image of size 32 x 32 pixel which is sbiie symbol size for
all the symbols used in this research. Text Imaggmentation
contains two parts, line segmentation to sepatagenthole image into
lines by finding the upper and lower bound of ediete and then
character segmentation by finding the left and riQbund of each

character as shown in figure (3.3) and figure (3.4)
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ADBCDFEFGHITEKLM
NOPOQORSTUVWXTY
Z

0123456789

abcdefghijklmnop
qretuvwxyz

Figure 3.7(3.7): Line Segmentation Image

AN ODEFGIEMNEITIR
N F QRIS [T UV W] XY

R IREVEGE: T

SEREEIEIISITIZER
H B Ml ] ]

i
8]

Figure (3.8) Character segmentation Image

In most cases of capital letters and diglitneeds only one time

row scan because the capital letters have the sangét as shown:
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A B C )

And digits also have the same height

1 2 3 j

But small letters need another row scamrathe column scan

since they have different character height.

For example: 'a' 'b' 'c' 'd', where 'a' and 'c'enthe same height but of
different height than 'b' and 'd'.

One can notice that there is a space on the t@ghafacters 'a' and 'c'

Where in another case it may come with no space lik

a C

Then the features will be different which cause @&smatch. So
another row scan for each segmented character bmustone to deal

with this problem.

In the algorithm of line segmentation wefided an array of
record namedine, to be the output array, each cell of it contawo t
integer values one to get the upper limit and ttieeoto get the lower

l[imit of the line.

41



Chapter Three Proposed The Character Recognition system

Algorithm (3.5): Line Segmentation

Input:
I[X][y]: Array of pixels(the input imagge
H: Height of the image,

W: Width of the image,
Output:

Line: array of line segmented image

Procedure:
1 Forallidd [0, H-1]
2 Line[ilU=-1
3 Line[i].D =-1
4 end For
5. Set Noofline=0
6 Forall il [0, H-1],j U [0, W-1]
7 If (I[i][j] = 0) then
8 If (Line[Noofline].U=-1) Then Line[Nodihe].U=i
9 Else If (Line[Noofline].¥-1) Then Line[Noofline].D=i
Noofline=Nftioe+1

10. end For

11. SetR=0

12. For all i [0, Noofline-2] j OO [0, Noofline-1]

13. If (Line[i].D = Line[j].U-1) Then Lind].D = Line[j].D

14. If j=Noofline-1) Then Link].U=Line[i].U,

Line[R].U=Line[i].UR=R+1, i=j-1,

15. Else Line[R].U = Line]i].U, Line[R]D = Line[i].D, R=R+1,
i=j-1

16. end For

17. Set Noofline =R
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Some characters need special attentioh agacharacters i and j
because they are contain the dot on their tog,ig not processed the
dots will be considered as new line, the followialgorithm will deal

with this problem.

Algorithm (3.6): Process i, | dot problem

Input:

Line : array of line segmented image.

Nooflines: number of lines in line segrethimage.
Output:

ProcessedLine: array of line segmented image@t pdocessed)
Procedure:

1. Setdiff=0, PL=0

2. ForalliO [0, Noofline-1]

3. diff=Line[i].D-Line[i].U,

4 If (diff <=2) then ProcessedLine[RU¥Line[i].U,

ProcessedLine[PL].D=Line[i+1].D, PL++, i++

5. Else ProcessedLine[PL].U=Line[i].U,
ProcessedLine[PL].D=Line[i].D, PL++
6. end For

7. Nooflines = PL.

In the algorithm of character segmentatros defined an array
of record namedCharBorder to be the output array, each cell of it
contain four integer values to get the upper linholywer limit, right
limit, and the last one to get the left limit of aasymbol in the

image.
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Algorithm (3.7): Char Segmentation

Input:
ProcessedLine]i][j]: array of line segmeahtmage
H: High of the image,

W: Width of the image,
Nooflines: number of lines in line segmentethge.
Output:
CharBorder : array of character segmeimeye.
Procedure:
1. Set Si, Ei, noofchar =0
2. For all xO [0, Noofline-1]
3. Si=ProcessedLine[x].U

4. Ei=PrecessedLine[x].D

5. For all id0 [0, 99]

6. CharBorder][i].U= -1

7. CharBorder][i].L= -1

8. CharBorder][i].D= -1

9. CharBorder[i].R= -1

10. end For

11. For all ju [0, W-1],i O[S, Ei]

12. If (I[i][j] = 0) then

13. If (CharBorder[Noofchar].L=-1) Then

CharBorder[NoofcharjL

14. Else If (CharBorder[Noofchdrf-1) Then
CharBordeddichar].R=j,
CharBordeddfchar].U=Si,
CharBordeddfchar].D=Ei,

Noofchar=Noofchar+1,
15. end For

16. Set R=0
17. For all i00 [0, Noofline-2] j O [i+1 , Noofline-1]
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18. If (CharBorder[i].R = CharBorder[j].L} Then
CharBorder[i].R = Chan8er[j].R

19. If =Noofchar-1) Then ha@rBorder[R].L=CharBorder]i].L,

CharBorder[R].R=@Barder[i].R, R=R+1, i=j-1,
20. Else CharBorder[R].L=CharBordet]j].
CharBorder[R].R=Char8er[i].R, R=R+1, i=}-1,

21. end For

22. Noofchar = R

23. end For

3.2.4 Further processing

After the character been separated, ed@racter need more
processing before being ready for the feature ektya step. In this
step the character will bghiftedinto a standard position.
In shifting process, the character will simply b@fed towards the
upper left corner of the image, so that all theralters will be almost

at the same position of the image.

Algorithm (3.8): Shifting

Input:

A4

Charlmage[x][y]: The image that contains ttlearacter or digit extractgd

from the segmentation process,
CharHW: High and width of the image,
Output:
ShiftCharimage[x][y]: The image that contaihe character or digit

shifted toward® thpper left corner of the image,
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Procedure:
1. Set Shiftv=CharHW
. Forallyd [0, CharHW-1] x O [0 , CharHW-1]
If ((Charlmage[x][y] = 0) and (ShiftV>x)then ShiftV=x

. end For

2

3

4

5. Setu=o
6. For all i O [ShiftvV-1 , CharHW-1] OO [0, CharHW-1]
7 ShiftCharlmage[u][j] = Charlmageli][j]

8. end For

9. u=u+1

10. end For

3.2.5 Feature Extraction

Feature extraction process will generasatdre sets that
represent each character and digits in the traieimgesting image, in
this work, features are extracted by using DCT ¢Deet Cosine
Transform) and two type of Wavelet transform (WT)aad and

Daubechies4.

3.2.5.1 Discrete Cosine Transform (DCT)

By using the DCT described in equatio®)2each segmented image
will be transformed from the original time domaio the frequency
domain. The following algorithm was utilized to DGransform the array

of image data samples:
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Algorithm (3.9): DCT Transform

Input:
A: is a block of two dimension arraypakels (the segmented symbol)
blocksize: the image size (height asmndth)
Output:
G: the transformed block of DCT coefficients
Procedure:
1. Set G=1/sqrt(2), Set &1/sqgrt(2xblocksize)

2.For all i [0, blocksize-1]j O [0, blocksize-1]

3. Set Sum=0

4, For all xO [0, blocksize-1]y O [0, blocksize-1]
5. Set w=((2xy+1)xjx)/(2xblocksize)

6. Set w2=((2xx+1)xix¥1)/(2xblocksize)

7. Set Sum=Sum+A|[x,y]xcos(w)xcos(w2)

8. end For

0. If i=0) Then G=C; Else G=1

10. If j=0) Then G=C, Else &1
11. Set G[i,j]=GxCixCixSum

12. end For

And the inverse transform turns the da&exk to its original

representation in the time domain (refer to equa(®.6)).

The output of the DCT is two-dimensional array test a minimum
number of coefficients and to convert it to one-glsional array use the

Zigzag ordering as shown in figure (3.7).
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—)

Figure (3.5): The Zigzag ordering

Algorithm (3.10): Zigzag ordering

Input:
DCT : is a two dimensional array contains the doedifits of DCT transform
N : the length of block.
Output:
Zigzag: a one dimensional array cantae DCT coefficient
Procedure:
1. Setx,y, Right, Down =0, Set Zigzag[0]=DCTI[x][y]
2. ForallilJ [1, N-1]

3. If (x=0)&(Right=0)) Then (Right=1, Dowsy=y+1)

4 Else If ((y=0)&(Down=0)) Then (Right=Down=1, x=x+1)

5 Else If ((Right=1)&(Down=0)) Thép=y-1, x=x+1)

6. Else If ((Right=0)&(Dowty) Then (x=x-1, y=y+1)
7 Zigzag[i]=DCT[X][y]

8. end For

3.2.5.2 Wavelet Transform (WT)
Each character and digit image will be transforn®d using
wavelet transformation; coefficient produced insthransformation

will act as features sets.
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There are different types of wavelet transformadiatepending
on the bases function used in the transformatianpur work; two
type of wavelet transform are used to implement elat
transformation these are Haar and Daubechies4 (Db4)

The transformation will be implemented dgnvolving the Haar
and Db4 vectors with rows and then with columnse®glained in the

previous chapter.

Wavelet will be applied to all charactarsd digits images have
been extracted in the previous step; here is tgerahm of wavelet

transformation used in this work [Umb98]:

Algorithm (3.11): Wavelet transfor mation

I nput:

T[i]: The image of each character or digit imagetragted from thg

segmentation process
N: Number of columns or rows.
Output:
WIi]: The transformed image of WT coeféats
Procedure:

e For each row in the image store row then apgbar WT on the

rows then store the new row in new image.

e For each column in the new image store column apjfdar WT

on columns then store new column in last image.

Haar WT algorithm

1. Set L[0]= 1/sqrt(2), L[1]= 1/sqrt(2)

H[O]= 1/sqrt(2), H[1]= -1/s{®)
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Set Half = N/2
For all i [0, Half-1]

4. WIi] = T[2xi] x L[O] + T[2xi+1] x L[1]
5. WIJi+Half] = T[2xi] x H[0] + T[2xi+1] x H[1]
6. end For

7. Forall i [0, N-1]
8. T[] = Wi

9. end For

It was be obvious that the Db4 WT algarithould be applied with
the same way of the Haar WT algorithm with only alikerent was the
values of the low pass filter and high pass fileer mentioned in the

previous chapter.

Wavelet features are computed for each sub-banijusie following

equation:

Energy= JZ > (il /Size

i=iS j=jS

Where:

IS = is the start point on x-axes of sub-band,

IE = is the end point on x-axes of sub-band,

]S = is the start point on y-axes of sub-band,

JE = is the end point on y-axes of sub-band,

WIi][j] = the wavelet transform coefficients of theharacter or digit,
Size = (iE-iS+1) x (JE-jS+1).
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3.2.6 Pattern Matching

In the pattern matching process the rasglttest template,
which is an N-dimensional feature vector, is comgglalmgainst the
stored reference templates to find the closest Imafbe process is to
find how much unknown class matches a predefin@egscbr classes.
For the character recognition task, the unknowrssles compared

with all the predefined classes.

This comparison can be done throughséance measurevhere
the most common measure is the Euclidean Dista&cB)(which is
the most common metric for measuring the distaneéwbeen two
vectors and is given by the square root of the sdithe squares for
the difference between the two vectors componenvels the two
vectors A and B, where A a] a, ... a] and B= p. b, ... ], then the

Euclidean distance is given by [Umb98]:

E.D.= \/ZNll (a, - b )

3.2.7 Decision Rule

The decision rule process is to select pagtern that best
matches the unknown sample. For the proposed clearaecognition
system, the minimum distance between two featusesonsidered to
assign the unknown pattern to the nearest predgfoattern. That is,
the identity of the unknown character is recognizasl the best

matched reference in the database.
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3.2.8 Database References

Database is made to support the trainind) tasting processes of
the system. The proposed character recognitioresystepends on the
samples of characters (capital & small letters) ahgits (0 to 9)
extracted in the training phase. This database atost26 capital
letters, 26 small letters, and the 10 digits, se tbtal number of

database sample is:

Total DB Sample = capital letters + small letters10 digits
=26+ 26+ 10
= 62 sample

3.3 The Definition of Recognition Ratio
The recognition rate is defined as theorati correct identified
characters to the total number of database sampl¢he test set

corresponding to a nearest neighbor decision rule.

x100%

Recognition Rate = Correct RecognizedCharacter
Total number of Teste( Character
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Theoretical Background

2.1 Introduction

Many attempts have been made to make text recagniti
reaches a level of performance that is close to latimg human
capabilities in performing general image analysiaction. Research
in biological and computational systems continuaidy uncovering
new and promising theories to explain the humanaliscognition,
however, the state of art in computerized imagdyasna for the most
part is based on heuristic formulation tailored dolve specific
problems, for examples some machines are capahieading printed,
properly formatted documents at a speed that adersrof magnitude
faster than the speed that the most skilled hureader could achieve.
However the systems of this type are highly speoeal and thus have
a little or on extendibility. That is, current thetic and
implementation limitations in the field of image aysis imply
solution that are highly problem dependent [Gon92].

This chapter concerned with the pattecogaition systems that
will be applied to the proposed character recognitisystem,
describing images formats, text recognition sysfgmses, operation

required within each phases and some feature dxrtechniques.

2.2 Image File Formats
The study of text recognition or in general pattegecognition
required some knowledge on image processing. Trise dtep is to have

AR



Chapter Two Theoretical Background

knowledge in how to store image file. There are yndiiferent types of
images and applications with varying requirememtd also considers
market share, proprietary information, and a ladk coordination

within the imaging industry. However, some standditd formats

have been developed, and the ones presented herewiely

available. Many other image types can be readilyveoted to one of
the types presented here by easily available imagaversion

software.

Some of the images are compressed of different cesspon
qguality and others are kept without compressed b&edigh quality is
required. There is a BMP_(BMAP), TIFF (Tagged image He
Format), GIF (Gaphics _hterchange _érmat), JPEG _@int
Photographic_Epert Goup), IMG (IMAGE)...and other image files,
where each of them has its specific format. Eactelpin the digital
BMP image is representing by 24, 8, 4, or 2 bitstHis research an 8
bits BMP image is used for reason of its standael u

2.3 Pattern Recognition
The pattern recognition is a task of figlisome conceptual and
relevant information from raw data. The applicatiosed here is Text

recognition, and the raw data used is image ofatttars and digits.

2.4 Text Recognition Systems
In general any text recognition systemststs of two phases:
Building DB Phase and Testing Phase

* Building DB Phaselt is the phase that made the preprocessing on the

input training image to remove noise, then segm#r@graining input

image into meaningful segments each segment cenéacharacter or
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digit and built the database of each symbol initipeit image with the

feature extraction techniques used in the system.

» Testing Phasdt is the phase that made the preprocessing omphe

testing image to remove noise, after that, segm#msimage into
meaningful segments each segment contains a cha@ctligit, then,
extract the features extraction for each segmetitarinput image with
the feature extraction techniques used in the syst@ally, a pattern
matching process will be applied on each testinglsy to find how
much it matches a predefined training symbols endatabase to extract

the most similar character.

Techniques used in each phase could be dividedthree basic

levels; figure (2.1) illustrates these levels [Gon92]:
(1) Low level processing,
(2) Intermediate processing,

(3) High level processing.

Although these subdivisions have no definitive anes, they do
provide a framework for categorizing various prateg that is inherent

component of an autonomous pattern recognitioresyst

2.4.1 Low Level Processing

This level deals with function that may be viewesl aitomatic
reactions, requiring no intelligence on the part tfe image
recognition system. Image acquisition and prepreiogs are
considered here as low level function; this areeoempasses activities
from the image formation process itself to compd&osa such as

noise reductions and image deblurring. Low-levehdiion may be
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compared to the sensing and adapting processesvihaain not begin

until a suitable image is available. The procedkbveed by the brain

in adapting the visual system to produce such amaganis an

automatic unconscious reaction.

Intermediate level processing

Segmentation |——»

Representation
and feature
extraction

Preprocessing

|

Image

Acquisition

[

Inpult

Low-level processing

Recognition

—>
Result

High-level processing

Figure (2.1): Text Recognition System

2.4.1.1 Image Acquisition

This process is to acquire digital imagenirphysical world, by

using scanner or digital camera. The image produpethe imaging

device is stored as uncompressed BMP gray scalgancantain the

data that is to be processed, and further inforomawill be extracted

from it, therefore, image status, like resolutiobrightness, and
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defected comes from low performance of the imagdeyice will

highly affects the next processing steps and assequrence will
define limits to the performance of the recognitispstem and the
recognition rate [Umb98].

2.4.1.2 Preprocessing

Improve the input image character coortBnaequence data,
involves several activities, such as smoothing, aontse removing.
This step yield two benefits, the reduction of moend the reduction

of time usage in other steps [Kur97].

The key function of preprocessing is t@rmve the image in a
way that increases the chances for success ofttier processes, for
character recognition, the preprocessing is usuallals with
techniques of image enhancement, noise removingrization, and
other techniques required such as shifting andtiostaRotation is a
tool to rotate an image about its center by thecifipd number of
degrees. The input image entered to the systeng ssi@nner, so it could
be rotated by fault of user. Because rotation m&guspecial techniques
(especially for the decision of rotation angle)stinesearch did not deal

with rotation.

a. Histogram Stretching

Histogram stretching is the technique tlised to reduce the
difference between gray level values in the image&kwvcould be known as
the accuracy of each gray level value. This mesedcts and stretches the
main power interval of the histogram. The calcolatof the power interval

is selected by a minimal and a maximal point. Thesats are determinate
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by a threshold value. After that, the main poweargeiis stretched to the
full range (0-255) [Sta98], the following mappingnttion is utilized to
compute pixel brightness values [Kur97]

Output[x][y] = ((Input[X][y]) - Imin) / (Inax - Imin) X 255) ........ (2.1)

Where:

X: is the height of the image,

y: is the width of the image,

Ivin: IS the minimum value of the input image,

Ivax : IS the maximum value of the input image,

b. Noise Removing

Noise removing is one of the image enhara# application in
which the principle objective is to process an ima&p that the result is
more suitable than the original for specific apgiion. Smoothing filters
are used for giving an image a softer effect agltminate noise like mean,
median and Gaussian filters [Gon0O0]. In this redear mean filter is used

cause of it removes noise without scratching timel®ts on the text image.

This filter is low pass filter, it smdmn the image to much the
pixels nearby in a way that no point in the imagéed from its
surroundings to a greater extent. Mean filteringuisimple and easy to
implement method of smoothing images; it is ofteedito reduce noise in
images. The idea of mean filtering is simply tolaep each pixel value in
an image with the mean ("average') value of itghmgors, including itself.
This has the effect of eliminating pixel values @fhiare unrepresentative

of their surroundings. There are different sizestifes filter i.e. 3x3, 5x5,
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and 7x7. But, a 3x3 filter size is used in thisegsh to avoid losing the

shape of symbols in the image, as shown in figRr2)(

1 1 1
Y Y Y
1 1 1
Y Y Y
1 1 1
Y Y Y

Figure (2.2) 3x3 mean filter

c. Binarization

It is the process of turning a gray scale into maby image (only
two levels of interest 0 and 1) in order to improttee contrast
between the text (isolated characters) and the Lgokind of the

Image and consequently facilitates the featureagxiton process.

To perform binarization for an image, a threshoklue in the
gray scale image is picked. Every darker (lowervalue) than this
threshold value is converted to black and everggHighter (higher in
value) is converted to white. The black pixels yafue 0) represent a
pixel of character, and the white pixels (of vallierepresent the back

ground of the image [Blo03].

The difficulty with binarization lies in finding #hright threshold
value to be able to remove unimportant informateord enhance the
important one. It is impossible to find the workimgdobal threshold
value that can be used on every image. The vanatan be too large
in these types of text images. Therefore algorithongnd the optimal

value must be applied separate on each image toageinctional
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binarization. There are a number of algorithms &fgrm this, the
simplest one use the mean value or the medianeptkel values of
the image [Blo03].

All of these algorithms are based on global thrédfioWhat are
often used nowadays are the localized thresholdse image is
partitioned into smaller blocks and threshold vaisi¢hen calculated
for each of those blocks as threshold value foirtspecific block.
Local threshold demand an increase calculation ,titmet mostly

compensate it with a better result.

The global mean threshold for a block of size Hx3Mefined as:
H-1w-1

GlobalMean = ﬁz > image(i, j) ... (2.2)

i=0 =0

Where:
image(i,)): is the gray level at pixel (i.j) of thmage.

The local mean threshold for a block of size WxW&fined as:

=

1 W-1W-,

> Block(, j) ... (2.3)

LocalMear(k) = -
w? i=0 j=

Where:
LocalMean(k): is the computed mean gray level vébue™ block,

Block(i,)): is the gray level value at pixel (i,)).

The local mean threshold, make it possitdefind different
threshold values for each part of the text imageeaeling on the level
of darkness of each part. For that reason the lowsn threshold was

adopted in this research.
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2.4.2 Intermediate Level Processing

In this level of processing, techniques are madeharacterize
image component and extract information needed rognition.
Segmentation techniques is required to segmentetkteinto separated
characters, and the feature extracting technigaesequired here in
way that each character will be described by aofdeatures rather
than it's raw representation, at which all charestsill be recognized

based on those features.

2.4.2.1 Segmentation

Partitioning of an image into several constituenmponents is
called segmentation. Segmentation is an important pf practically
any automated image recognition system, becauiseait this moment
that one extracts the interesting objects, forlfertprocessing such as
description or recognition. Division of the imageta regions
corresponding to objects of interest is necessafgre any processing
can be done at a high level processing. Segmentascne of the
important elements in automated image analysis umxdt is at this
step that object or other entities of interest amgracted from an
image for subsequent processing, such as desaripiid recognition.
For example, if the goal is to recognize black eltégrs, on a white
background, pixels can be classified as belonginthé background or
as belonging to the characters: the image is cosgpad regions
which are in only two distinct dark text and whitackground.

The segmentation process in this research is takirngsteps the
line segmentation step and the character segmentatep; they will
be explained in details in the third chapter (picadtpart).
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2.4.2.2 Feature Extraction

Object recognition is generally performedtbe raw image in the
image plane or on the feature representation inféla¢ure space. In
the earlier case, known the low-level image rectignj the system
learns and recognizes an object according to tfernmmation given by
all the pixels in the image plane. In an NxN imad&ne, the object is
described by an image vector, which consists dpMel values. The
size of the image vector increases as the resolwtidhe object image

increases [Cha95].

One of the drawbacks of this approach is a hugesdsionality,
which deepens the computational burden of the ayshoreover, the
image vector of the shifted object image may beaedifferent from
the original one. On the other hand, not all theefs of the object
image reveal crucial information of the object dweristics, and

there is a large redundancy in the image vectoapGh.

The feature-based recognition uses only the inftionathat best
characterize the object. It extracts the importafdrmation conveyed
by some pixels and processes it to obtain the featapresentation.
The object in the image plane is then representeidsbfeature vector
in the feature space. In this case, the learnind) the recognition is
done in the feature space. Dimensionality of thmutnvector is greatly
reduced, and the recognition can be invariant tonesoimage
transformations, such as image translation, rotatamd scaling, if the

object features are properly selected [Mac96].

Many methods have been introduced to extraatures; generally

it could be classified into two main categories:
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1. Geometrical features: those features that are tyrexxtracted
from the image (spatial domain). Many techniquesehaeen
introduced in these categories that describe thepehof the
pattern.

2. Transformation features: those features that ateaeted after a
transformation is made up to map the image from gspatial

domain into another domain.

Feature transformation is a process thmowdpich a new set of
features is created which is used to define eantbsl/(character or digit)
segmented from the text image by getting its feetuso it is used in this

research.

2.4.3 High Level Processing

This level involves recognition and interpretatiotiiese two
processing have a strong resemblance to what génereant by
intelligent cognition. The majority of techniquesed for low and
intermediate processing encompass a reasonablyde&hed set of
theoretic formulations. However, as we venture irgoognition, and
especially into interpretation, our knowledge anadderstanding of
fundamental principles becomes far less precise anth more
speculative. This relative lack of understandingnudtely results in a
formulation of constraints and idealization intedd® reduce task
complexity to a manageable level. The end prodach isystem with

highly specialized operational capabilities [Gon0O0]
The recognition could be in different ways like:

1. Classification
2. Pattern matching (Euclidean Distance, City Block
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1. Classification

In general term, classification is the gass of assigning each
object, from set of objects, to one set of classepattern recognition,
the object is a pattern extracted from the imagel the classes are
various categories occurring in the image. Theguatin this step of
processing not usually a set of points, but, itaiset of numerical

features formed by feature extraction process [H]b8

There are different models of classifioatisystem; the main
three modules are statistical, syntactical, andiagl neural network.
Since most of neural networks approaches are basedtatistical
method [Ven93]. Statistical Classification is a gadure in which
individual items are placed into groups based ocanttative information
on one or more characteristics inherent in the st¢raferred to as traits,
variables, characters, etc) and based on a tragahgf previously labeled
items. And Neural network can be defined as informationgassing
systems that have certain performance charactesigticommon with
biological neural network that actually the basrnpiple of neural

network working is abstract simulation of real n@uisystem [Fu94].

2. Pattern matching

In the pattern matching process the rasylttest template,
which is an N-dimensional feature vector, is comgglalmgainst the
stored reference templates to find the closest Imafbe process is to
find how much unknown class matches a predefinedscbr classes.
For the character recognition task, the unknown syims compared
with all the predefined symbols. This comparison b& done through
a distance measure, where the most common measuEidlidean
Distance and City Block [Mus06].
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a. Euclidean Distance (E.D.)

It is the most common metric for measurihg distance between
two vectors and is given by the square root ofdhm of the squares
for the difference between the two vectors componé&iven the two
vectors A and B, where A a{ a, ... ] and B= p; b, ... ], then the
Euclidean distance is given by [Umb98]:

E.D.= [ (a, -b, ) ... (2.4)

b. City-Block Distance (C.D.)

Another distance measure, called the G@iyek distance or
absolute value metric, is defined as follows (usfk@nd B vectors as
before) [Umb98]:

C.D.=732 |a;,-b/|.....(@5

Since in this research the aim was onlyclassify the printed
characters (with given font and size), the pattmatching techniques

are adequate to implement the classification.

Transformation Methods

Transformation methods are used to map the sigrah fone
domain representation to another (e.g. from thdigpbdomain to the

frequency domain), these transformation methods are
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2.5.1 The Discrete Cosine Transform (DCT)

The Discrete Cosine Transform (DCT) is a technifqueconverting a
signal into elementary frequency components. Thaganis transformed
from spatial domain to frequency domain using twaehsions (2D) DCT
basis function. The DCT formula is given by: [S4I00

N-1N-1 H 1
:lccl pxycos((szrl)chos((zerl)Jﬂj .......... (2.6)
4 x=0 y=0 2[“ 2[“

Where
1 f=0

C = J2 -
1 f>o0.

IL,j: 0...N-1

N: the height or width of the image.

To turn the image back to its original domain thevdrse
transform must be applied to the transformed sigtied Inverse DCT

IS given by:

-I>||—‘

N-1N-1 2 1 2 1 i
2. 2. CCG, Cos(%j COS(%] ...... (2.7)

i=0 j=0

Where

P: is the original image,

xX,y: 0,...N-1

G: is the transformed image,

N: the height or width of the image.

The DCT frequency coefficient is describedfigure (2.3),the

element in the upper-left corner is the low freqryeaoefficient for the entire
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two-dimensional array, and all the remaining ca&fits contain high

frequency information [Web?2].

DCT Frequency Coafliciants
1 =

j rd ___.-"
T ! 3
, £ o /
ar | -_- -~ - -
- F .-"- ¥
Lowest ’ // Fd -
Frequeoncy i . "l
Compananls e ,-f’; i Lo
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Highast
Freguancy

)

Figure (2.3): The DCT Frequency Coefficients

2.5.2 The Wavelet Transform (WT)

Wavelets are mathematical functions that cut um dato different

frequency components, and then study each companénta resolution

matched to its scale. Wavelets have scale aspadtsime aspects. They

have advantages over traditional Fourier methodanalyzing physical

situations where the signal contains discontinsitend sharp spikes.

Wavelets were developed independently in the fi@flsmathematics,

guantum physics, electrical engineering, and seig@ology. Interchanged

between these fields have led to many new wav@plications such as

image compression, turbulence, human vision, radad earthquake

prediction [Gra95].

A wavelet is a waveform of effectively limited dui@n that has an

average value of zero [Mat0O]:

T¢ (t)dt = 0

This is dilated with a scale parameseiand translated by:
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¢, = %q{t _S”J e (229)

The wavelet transform of at the scales and positionu is computed

by

WE (U, s) = j f(t)%¢(t - “jdt ................. (2.10)

2.5.2.1 Discrete Wavelet Transform

The Discrete Wavelet Transform (DWT) isgecial case of the
WT that provides a compact representation of a aign time and
frequency that can be computed efficiently. The D\V¥Tdefined by
the following equation:

WT (su)=3 S f@)2 @ n-u).... (2.11)

1 1

Where:

¢(t): is a time function with finite energy called methwavelet.

DWT employs two sets of functions, callsdaling functions
and wavelet functions, which are associated withv [mass and high

pass filters, respectively.

The decomposition of the signal into different Freqcy bands is
simply obtained by successive high pass and lovs pi#tering of the

time domain signal.

The original signat[n] is first passed through a half band high
pass filterg[n] and a low pass filteh[n]. After the filtering, half of
the samples can be eliminated. The signal can fbwerebe sub

sampled by 2, simply by discarding every other damprlhis
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constitutes one level of decomposition and matheraby is

expressed as follows:

Y high [k]= Z x[n]l.g[2k = n] ... (2.12)

n

You [k] = X x[nlh[2k - n] ... (2.13)

n

Where YhignK], Yiow[K] are the outputs of the high-pass (g) and low-
pass (h) filters.

This process is further shown in figure (2.4) [JERO
—Lr
—{ o

Figure (2.4): High-pass and low-pass Filters in DWT

12 — > Yiow

v

v

12 > Yhigh

2[4 LH3
T—|L; ] LH2 LH1
HL2 | HH2

HL1 HHL

Figure (2.5): WT decomposition of an image for feasolution levels
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The DWT transform is subband transform. idt done by
computing a convolution of the data with a set ahtipass filters.
Each resulting subband encodes a particular pomiotihe frequency
content of the data. The principle of DWT transfoisnto calculate
averages and difference. It partitions the image iregions such as
that one region contains large numbers (averagasy, the other
regions contain small numbers (differences). Howgtteese regions,
which are called subbands, are more than just &felarge and small

numbers.

There are two type of wavelet used here Haar toansfand
Daubechies4 transform, they work at the same wath wnly one

difference their base vectores:

The Haar base vectors are: [Kap02]

Low-pass filter: ——[1 ,1 ]

en

High-pass filter: \}2_ [1.- 1]

While the Db4 base vectors are: [Kap02]

1++3 3+4/3 3-4/3 1-4/3
42 7 42 7 42 T a2

Low-pass filter:[

High-pass fiIter:{l_“/§ -3+4/3 3+4/3 _1_\/5}

42 7 a2 T a2 T a2

The transformation will be implemented by convolyithese vectors

with rows and then with columns.

One sub-band has been high-pass filtered in bothztwatal and
vertical directions, one has been high-pass fitarevertical direction

and low-pass filtered in horizontal direction, ohas been low-pass
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filtered in vertical direction and high-pass fileer in horizontal
direction, and one that has been low-pass filtareoth directions.
LL, will corresponds to the lowest frequency and corgdhe global
characteristics of the image, LHwill gives the vertical high
frequencies and contains the horizontal details,; Kl give the
horizontal high frequencies and contains the valtdaetails, and HiH
will give the high frequencies in both diagonalatitions and contains

the diagonal details, as shown in figure (2.5) [GOn
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Abstract

Character recognition plays an important role in the modern world.
Character recognition is considered to be very important solution to many
problems because of its numerous applications and theoretical values in the
domain of pattern recognition. The only real problem is to design a system
that can extract the right features efficiently. Thus, most of the attention is
devoted to find the optimal sequence of preprocessing techniques, character

segmentation procedure, and efficient feature extraction methods.

In this thesis important operations are used in preprocessing of the
input image in a way that increases the character recognition rates. A number
of steps are used in the work namely: Histogram stretching, Mean Mask and
finally Binarization technique. Thisis followed by segmentation process and
fixing character boundaries. Number of feature extraction techniques has
been used to obtain the features. These are Discreet Cosine Transform (DCT),
and two Wavelet Transform (WT) techniques (Haar and Daubeche-4 or Db4).

Pattern matching with database for letters and decimal digits using
Euclidean Distance as decision metric. Recognition rates are computed and
used as performance measure for each method. The results have shown that
the use of DCT method gives the best results when 25 or more coefficients
are involved in the feature extraction. Using larger number of coefficients
require more processing time. On the other hand wavelet based techniques
provide slightly less recognition rates. These techniques are tested with very

small number of coefficients.
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Appendix A

BMP Image-File format

BMP Image-File Format [Sama99]

The BMP file format divides a graphics file intaufomajor parts, these are:

Bitmap File HeaderThe bitmap File Header is 14-byte long and isrfatted as

follows:

UNIT bfType

DWORD bfSize
UNIT bfReserved
UNIT bfReserved
DWORD  bfOffBits

holds the signature value 0x4D42, which identify the file
as BMP

holdsthefile size

not used, set to zero

not used, set to zero

specifies the offset, relative to the beginning of the file,
wher e the data representing the bitmap itself begins

Bitmap Information HeadeiThe bitmap information header is 40-bytes lond an

it contains important information about the imagee windows format for this

header is:

DWORD biSize
LONG biwidth
LONG biHeight
WORD Bitplanes
WORD biBitCount

DWORD  biCompression

holds the header length in bytes
| dentify the image width
| dentify the image height

Identify number of bits/pixel in the image and thus the
maximum number of colors that the bitmap can
contain

Identify the compression scheme that the bitmap
employs. It will contain zero if the bitmap

uncompr essed
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BMP File Format

DWORD biSizelmage

LONG biXPelsPerMeter
LONG biXPelsPerMeter
DWORD  biClrUsed
DWORD  biClrimportant

Set to zero for uncompressed image, else it holds the
size (in bytes) of the bits representing the bitmap

image for compressed image

» Palette (Color table containing RGB quad or RGBléristructure)the color table

specifies the colors used in the bitmap. The BN#3 ftome in four color formats:

2-color
16-color
256-color

0N

1-bits per pixel
4-bits per pixel
8-bits per pixel

16.7 million-color  24-bits per pixel

The number of bits per pixel -and hence the cajomatcan be determined from

the biBitCount shown above.

In the 2-color, 16-color, and 256-color BMP formatse color table contains one

entry for each color. Each entry specifies thensiies of a color'sed, green,

and blue component and it is of 4-bytes long as shown below

BYTE
BYTE
BYTE
BYTE

rebBlue
rebGreen
tebRed

rebReserved

Each color-table entry can specify a range of geeen, and blue values from 0 to

255. true-color BMP files do not contain color &d)lbecause a single color table

with 16.7 million entries of 4-bytes each woulduig 64MB of storage space.
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Bitmap Bits The bitmap bits are the set of bits defining iimage-the bitmap
itself. In the 2-color, 16-color, and 256-color BM&mats, each entry in the
bitmap is an index to the color table. In a 16.7iam-color bitmap, where there
is no color table, each bitmap entry directly spesia color. The first 3-bytes in
each 24-bit entry specify the pixel colors red comgnt, the second specifies

green component and the third specifies blue.

The bitmap bits representing a single line areestan left-to-right order, the
same way that the pixels they represent line utherscreen. The first row pixel
data in the bitmap corresponds to the bottom rowpigél on the screen, the

second row corresponds to the row of pixels sedmnd the bottom, and so on.

The size of one bitmap entry is determined by thenlmer of bits per pixel

assigned to each color format, as shown in theviotig table:

Number of Number of bits per pixels
colors required
2 1
16 4 (1/2 byte)
256 8 (1 byte)
16.7million 24 (6 bytes)
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The Input Images

This section is devoted for displaying the ten input tested images. These are
used as inputs to our proposed character recognition system model. These
Images are scanned with 200 dpi and 256 gray-scales with BMP format.

aabbecddeeffecghhingg
Kkllmmuonnooppqqrars #
ftuunvvwwIxyvyzz

AABBCCDDEEFF GG
HHIITTEELLMMNN O
OPPQORRSSTTUUY
VWWXXYYZZ

1122334435367 78800
() ()

Text 1

b

QOTOS3IL2LI00876
S4321piviwqgetuol
jcdazfhkmbezxvn
GHIELFDSAPOIU
YTOWERMNBVZX
Cplmoknyybuhvyege
tfxrdzeswaqMNEBEV
CXZLETHGFDSA
QWERTYUIOP

L]

Text 2
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gwertyuroplkyhet
deazxcevbnm
LO203847 56
ZAQNSWCDE
VFREGTNH

YDMNT

UEILOP

Text 3

TO43810256
qweasdzxert
vighvbnuiopl
lKym
POIUTEL
MYTRFGH
NBEYVCXNZD
SAEW(Q

Text 4
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vhomexzeghyklfd
gayunioptrewq
1580103276
TYUIOPREW
QGHIELFDS
ABNMYVOXNZ

Text 5

vevuhbnjimkopl
cftrdxzsewaq
BEHUITNME ©
PLZAQXNSW{
DEVFRGTY
4003761258

Text 6
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the Input Images

VFEXSWZAQ
CDEGYTERBHU
ITNMECQLP
TA40018265
ijnmkopledevt
tuhbeviwsxzag

Text 7

ZXCrqgqweas
dtynuiopfg
hvblkjm
1070
43250
LMBVCXZ
YTRFP O
ITTEGHN
DSAEWQ

Text 8
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the Input Images

LMEBY
CAEWQ
YTXNZHN
DSEFPF
OIUTE G
zxcrbllkyms
dtyngweag
hvuiopft
30413

0T AL

Text9

POLOOSEISMYT
UTNHYo6qazxs
wBGT Vede
FEA4CVvEIDE3D
ctXSnhyviWIm
jwZAkK1Qllop

Text 10
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List of Abbreviations

ARR Average Recognition Rate

BMP Bit-Map image file

DB Database

DCT Discrete Cosine Transform

DWT Discrete wavelet Transform

E.D. Euclidean Distance

HH A signal or an image that has been high-pass
filtered in both horizontal and vertical
direction

HL A signal or an image that has been vertically
high-pass filtered and horizontally low pass filtered

HWT Haar Wavelet Transform

IDCT Inverse Discrete Cosine Transform

IHWT Inverse Haar Wavelet Transform

LH A signal or an image that has been horizontally

high-pass and vertically low-pass filtered
LL A signal or an image that has been high-pass
filtered in both horizontal and vertical directions
OCR Optica Character Recognition
WT Wavelet Transform



List of Symbols

high pass filter

low pass filter

Original image

Number of pixels

Output of high passfilter

Output of low pass filter
Trandation Parameter
Feature Vector
Horizontal Coordinates
Vertical Coordinates
Scaling Parameter

Wavelet function
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