Abstract

Thereis a modern type of encryption called selective encryption which
depends on the choice of some sensitive areas. The encryption of these areas
leads to destroy the whole file. This type of encryption is more compatible with
compressed files such as Moving Picture Expert Group (MPEG) video files and
Joint Picture Expert Group (JPEG).This compatibility produced from a large
amount of information focused in a small area more than non-compressed files.

The (MPEG-1) video file contains three types of pictures reference (1),
predicted (P) and bidirectional (B) pictures. The most important one among
thesethreetypesis(l) picture, which isthe basis that other types (P and B) were
derived from, P pictures are predicted from (I) only in one direction (Forward
prediction) and (B) pictureswere predicted from (I) and (P) in the two directions
(Forward/ Backward prediction), therefore the encryption of (I) pictures only
lead to destroy most of visual information (encryption in the first degree of
complexity), while the encryption of (I) and (P) pictures together lead to destroy
all visual information (encryption in the second degree of complexity) with no
need to encrypt (B) pictures. It isimportant to mention that the total number of
(I and P) pictures within the MPEG-1 file is less than the total number of (B)
pictures only, leaving a large amount of information without encryption and
reduced the time needed for implementation.

In the proposed encryption system, three encryption methods were used
Fibonacci, Galois and the Proposed method (Random Seed Values). The
proposed method was developed to compete other methods with a smaller
probability of breaking encrypted files. The execution time of Galois method is
faster than other methods, The encryption system was implemented using Visual
Basic 6.0 programming language. The fidelity measures (MSE) and (PSNR) are
used to check theresult of the whole developed techniques.
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MPEG-1 Data Structures

The ISO/IEC 11172 specification defines the audrajeo and
multiplexing standards collectively and collogwalteferred to as the
MPEG-1 (Motion Picture Experts Group) compressidandard More
practically, in order to parse an MPEG-1 bitstredns necessary to know
byte offsets within each structure. To make thi®nmation more readily
accessible, graphic forms are condengedhultiplexed MPEG-1 stream is
composed of distinct Packs. Each Pack consists Rdck header and any
number of Packets. Within those Packets is eitlterovor audio data. These
structures above the video or audio level are dale system layer. Video

or audio data is divided into Packets without regarlower-level structures.

MPEG-1 file will be as follow...
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MPEG-1 Multiplexed Stream

pack Preceded by pack start code 000000 1BA,
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MPEG-1 Pack

MPEG-1 Data Structure A-Y

alwans setbo 0010 system clock reference bits 32,30 sJT‘&a;::;t
SCR bits 29..15  Intendedtime, in 90kHz clock cvoles, of amrival of bvte § of this header, :
i o s
SCR bits 14..0 :
| b =
sm'&my::;t multiplex rate [This #) %400 bits'secis the rate ab which this stream ... '
i ...izto be delivered tothe decoder. i
o =
[Optional)

system header Preceded by svstem header staft code Ox000001BE.

packets Arbitrary number, each preceded by pack et start code prefix Qx000001,
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MPEG-1 System Header

MPEG-1 Data Structure A- ¢

header length Bvtesin header, from byte 6. :
i [cont.)
ek eF rate bound hacvalue of the multiplescrates of all packs in the st :
Al 26t e houn A value of bhe rultiplexcrat es of all packsin the stream. :
: (cont.) :
i mark er
i [cont.] always set
5 : Lo fixed flag | CSPS flag
audio bound baznumber of audio strearms in bhis 150 stream, Set far Set for
fizoad bitrake. | constrained.

syetem audlo | syetem udeo mark er
lochflag 4 lochflag 4 alwans set

video bound  Maxnumber of ‘\ideo streams in this [ S0 stream.

reserved Currenthyshould be setta FF.

t Setifthereis, forall [audiotiden) elementary strearmns in the | SO mulkiplexe d stream, a constant
rational relationship betweenthe [audio sampling ratelvideo picture rate] and the systemn clock
frequencyinthe decoder, See 52442,

Thefollowing stream specs are present onlkyif the first bitis a 1. Anyrnumber of stream specs may Foll ow,

stream id See 2442 of IS0 spec. First bit always sel,
110z oxforaudio, 11100 farddea; LS bits give stream nhumber,
STD buffer
Alweays setbo 11, bound scale| STD buffer size bound  Largest required buffer overall ...
¥

... packetsinthis stream. If bound scale bitis cleared, units are 128 bvtes;ifsel, 1024 bydes.

% Cleared foraudio stream, sef forsideo; varies for others.
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PTS

DTS

i neither

MPEG-1 Packet

packet start code prefix

ee 5244 2 of IS spec. First bit always set.
10xxcoocforaudio, 1110 xcxforviden; LS bits give stream nurmber.

packet length Estes rermaining in packet, from byte &, E
E [cont_ )
[Oplional)
stuffing byte Upto 16 ofthese,ifneededforstorage rediurm reasons. Sebto FF.

Present anlyif first bwo bits are 01,

# Cleared foraudio stream, setforsideo; varies for athers.

STD buffer

Setto01. ceala * STD buffer size Specifies buffersize in target decoder.

If buffer scale bit is cleared, units are 128 bytes; if set, units are 1024 bvtes,

PTS DTS

R R0 01 not allowed.

W
PTSIDTS flags

Daka shructures specified by the preceding flag kiks.

Presentation Time Stamp bits 3230 aj'::;;::;t
PTS bits 29..15 Intendedtime of presentation, in 90 kHz clock cycles, of the .. i
: ... presentation unit corresponding o bhe first access unitinthe packet. ajl:-.‘-ays :;t
PTS bits 14..0 H
H mark er
b (cont.] alwans set
Setto 0001, Decoding Time Stamp bits 3230 SJT;;::;
DTS bits 29..15 Intendedtime of decading, in 90 kHz clock cycles, ofthe . H
H : : ) mark er
' ... first access unit commencing in the packet. alwanes 5 et
DTS bits 14..0 H
b mark er
[ (cont.} always set
[Present if neither PTS
or DTS flags were set ] Setto OxF.

packet data bytes The number of byt es can be derived from the packet length word above.

MPEG-1 Data Structure A-°



Avpendix A MPEG-1 Data Structure A-1

MPEG-1 Video Sequence

(Skip to next start code)

Sequence header Preceded bystatcode 0x000001E3.

fanagt
7t

Group Preceded bystart code 000000165,
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MPEG-1 Sequence Header

bit
7 L] b 4 3 2 1 0
yie
1]
1
2
3
4 horizontal size  ‘idthin pixels of the displavable luminanc e pickure. The encoded width, . . I
5 E .. .inrmacroblocks is [ dis plavable + 15) div 16. vertical size |
6 : [cont.]
pixel aspect ratio picture rate
7| et fotn L6 00198 LTSk e, | Ruspetianiassn, 2575 20,25 2057,
1.0255, 1.0695, 1.095, 1.1575, 1.2051, ravd. 30,50, 59.34, 60, rsvd ... rsvd.
2 bit rate Strearn bitrate in units of 400 bits!s. Zerois forbidden; 3FFFF reans variable bitrate. i
9 ! (cont.) !
| ark . i
10 ! {cont ) Mﬂﬁﬁg'ﬁt YBY buffersize 161024 % (this #) s minimum VEY ... |
i g e - constrained| |gpad intra
11 i ...sizein bits required o decodethe sequence. Setif true. & wabiioe
[If load intra Q matrix iz sel) .
i 64 3-bit unsighed integers defining the intra quantizer makriz. :
12 - |
75 +
-
L]
H |
load non-intra
Q matrix
[If load non-intra Q matrix is set)
76 64 8-bit un=signed integers defining the non-ntra quantizer makriz.
139 3
-

(Skip to next start code)

. Reservedfor MPEG-2. Preceded by shart code 000000165,
Sequence extension data Endis signaled bythe presence of 0x000001.

;s Preceded by stat code 0x000001E2.
User data [optional) Endis signaled bythe presence of 0000001,
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MPEG-1 Group of Pictures

hours [0-23) minutes [0-59)]
5 (cont ) D seconds [0-59] ;
6 [cont. ] picture  [0-59] :
7 E [cont_) closed gop :;:::ce: T Cleared during encoding. Set if editing has removed info needed
! # to decode B-picturas after first |-picture of Graup.

# Setif the Group is encodad without prediction wactars painting to the previous
Group. A closed Group mey morve easily be edited after encoding.

(skip to next start code)

ReservedforMPEG-2. Preceded by start code Ox000001E5.

Group extension data Endis signaled bythe presence of 0x000001.

Preceded by stat code 0x00000162.

Vzer datafoplional) Endis signaled bythe presence of 0x000001.

Pictures Arbittary number, preceded by Pickure start code Ox00000100.
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MPEG-1 Picture

temporal reference  Unsignedinteger. Settozeraforfirst displayed Picture of Group, thenin-

coding type

erementa gy Fesp..farbidden,|, P, B, D, ravd.. rswd

¥YBY delay Timein 90kHz ...

...clock evelesneeded bafill YEY buffer from empty state af barget bitrabe o corvect level af start af play.

Fornon-canstant bitkate, iz sefto FFFF.

. For P-or B- pictures only.

. Pt gl for:
. Faor B-pictures anly. lard-&\rectnr

- forward f code

ackward f code T

* Full vectorflags are setif rotion vectorwalues decoded represent inkeger pixel offs ets rakherthan half-pixels.
T Foodesare unsigned non-zeraintegers desctibing decoding mation vectors as per$2.4.4 3,150 11172,

[ ptional arbitrary nurmber af 9-bit exdrainformation structures ) ET;;;’“ extra information '
E [Present anlvif exfra bitis set. Always one bwtelong)) RN F:::r:::] .

Extrainfarmation structures are terminat ed by a cleared extra bit.

(skip to next start code)

Reserved forMPEG-2. Preceded bystat code 0x000001E5.

Sequence extension data Endis signaled bythe presence of 0x000001.

User data [optional Preceded bystart code 0x000001E2.
(op ) Endis signaled bythe presence of 0x000001.

Slices Preceded byslice start codes 000001071 -000001AF.
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MPEG-1 Slice

4 quantizer scale 1-31, usedtoscale recanstruction from DCT.

[ ptional arbitrary numbeer of 9-bit exdrainf omnakion struckures ) E?sr:t;m extra information ,
i [Present anlyif extra bitis set. Always one bytelong)) RN F::ter:,::;] :

Extrainfornation structures are terminated by acleared extra bit.

Macroblocks
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MPEG-1 Data Structure\-) )

MPEG-1 Audio Frame Header

MPEG ID protection
Al 1 0:esed, 1: laver 3, Cleared if CRC
far kP EG. 2:layer 2, 3: laver 1 word used.
bitrate index sampling frequency padding private
Layer-dependent indexspecifies 0:44 1kHz, 1:48kHz, Setifframe | Mot used
compressed bitrate, fram 32 - 448 k Bits's. 2:32kHz, 3:rsvd has pad slob.]  byl30.
mode mode extension o original emphasis
- Setif
0:steren, 1:jaint steren, Intnode 1, describes copytight Setif nok O:none, 1: 50015 ps,
2:dualch,, 3:single ch. sterenschemes. applies. Acopy. 2orswd, 3CCITT AT

CRC check bits

(Farity check is used If protection bit above is clearsed.)




The way that MPEG-1 codes pictures

The human eye has a lower sensibility to coloprimiation than to
dark-bright contrasts. A conversion from RGB-colgpace into YUV color
components help to use this effect for compressiime chrominance
components U and V can be reduced (subsamplingaltoof the pixels in
horizontal direction (4:2:2), or a half of the pixén both the horizontal and
vertical (4:2:0)Djo07].

s

YUV ( 4:2:0) YUV ( 4:2:2)

Figure (1) Subsampling

Y|I=2U VY
420 MI=slUl=glV L (1)
Y|+|U|+|V| 2
Y|+i|Uu|+i|v| 2
mz@=||1||2| == (2)

Y|+|U|+|7| 3
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The image to be coded is first partitioned into 8 Blocks. Each 8 x 8
pixel block then subject to an 8 x 8 DCT, resultinga frequency domain

representation of the block as shown in Figurd Y2in99].

low high

D55 255 255 255 285 255 255 255 low [5539 80 39 7 1B -2 7

D55 187 204 255 255 255 255 235 1B¥B754.35 41716 7 2

D55 122 20 102 230 255 255 255 e S 42-20-41 5 7

RI5155 0 0 35136213255 Ly DCT 112 40 8 -k i B B

R5519%6 0 0 0 0 174 € 317134 0 24

255247 43 0 0 0 0 O 2414 570 410

5525582 0 0 0 0 O 1 -3 -2 120 4 21
255255128 0 0 0 0 0

hi 4 2 46 68 -5 -1 ¢

pixels 3 frequencies

Figure (2) example of 8x8 pixelsto DCT

. | T ... S (2x+Dux 2y +Dvr
F(u.v)= E{TI.'_H}CU DI ER J-msT : LﬂsT

r=i y=0

- (3)

C).C(»)=1/ V2 foruv=0
Clu),C(v)=1, else
N = block size

The goal of the transformation is to decorrelate ltfock data so that
the resulting transform coefficients can be codedremefficiently, the
transform coefficients are then quantizédring the process of quantization
a weighted quantization matrix is used. The fumcté quantization matrix

Is to quantize high frequencies with coarser quatibn steps that will
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suppress high frequencies with no subjective dediam, thus taking

advantage of human visual perception charactesistic

Fopomsep = F (V) DIV Q1 v) - (4)

Where Q is the quantization matrix.

The bits saved for coding high frequencies are ufedlower
frequencies to obtain better subjective coded imageere are two quantizer
weighting matrices in Test Model 5 (TM5) (ISO/IECL993), an
intraquantizer weighting matrix and a nonintraquaert weighting matrix;
the latter is flatter since the energy of coefintgein interframe coding is

more uniformly distributed than in intraframe caglity an99].

In intra macroblocks, the DC value, dc, 18 l&bit value before
guantization and it will be quantized to 8, 9, @ lits according to the

setting of parameter. Thus, the quantized DC v&li2C, is calculated as

8-bit: QDC=dc//8, 9-bit: QDC=dc//4, or 10-bit: QD@&/2 ....... (5)
Where symbol // means integer division with roungdio the nearest

integer and the half-integer values are roundedyafea zero unless
otherwise specified. The AC coefficients, ac (j, @ye first quantized by
individual quantization factors to the value of-4g j):
ac ~ (i,)) =(16 *ac(i,j)) IWL(,J)s eveeeeerie i e e, (6)

Where W1 (i, j) is the element at the (i, psgion in the intraquantizer
weighting matrix shown in Figure 3.

The quantized level QAC (i, j) is given by

QAC (1)) =[ac ~ (1)) +sign(ac ~ (i.))*((p* mquai¥ q )]/(2* mquant),
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Where mquant is the quantizer scale or step wtsdterived for each
macroblock by rate control algorithm, and p = 3 grel4 in TM5 (ISOIIEC,
1993). For nonintra macroblocks,

ac ~ (i,j) =(L6*AC(,])) 1 WN(IL]), o+ oveeereeereeere e ees e oo, 8)

Where WN (i, j) is the nonintraquantizerigiging matrix in Figure (3)
and

QAC (b)) =ac-(,))) 2*mguant). ........cceeveiiiii e eem (9)

An example of encoding an intrablock is shown gufe @) [Yun99].

§ 16 19 22 26 27 29 34 16 17 18 19 20 21 22 23
16 16 22 24 27 29 34 37 ' 17 13 1920 21 22 23 24
19 22 26 27 29 34 34 38 18 19 20 21 22 23 24 2§
22 22 26 27 19 34 37 40 19 20 21 22 23 24 26 27
22 26 27 29 32 35 40 48 20 21 22 23 25 26 27 28
26 27 29 32 35 40 48 58 21 22 23 24 26 27 28 30
26 27 29 34 33 46 56 69 22 23 24 26 27 28 30 31
27 29 35 38 46 56 £9 83 23 24 25 27 28 30 31 33
Intra quantzer weighting matrix Nonintra quantizer weighting matrix

Figure 3 Quantizer matricesfor intra and nonintracoding
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Intra quantizer weighting matrix

8 16 19 22 2627 29 34
16 16 22 24 2729 34 37
1922 26 27 29 34 34 38
2222 26 27 2934 37 40
2226 27 29 3235 40 48

2627 29 32 3540 48 58
2627 29 34 3846 56 69

276 59 39 39 7 -13 -2 7 2729 35 38 4656 69 83 40100000
1379435 4 17 16 7 2 1-1000000
51 2542-20-14 1 5 7 5 0 0-100000
1240 8 16 4 4 55 i »| 00000000
8 3 17134 0 2 - i ot 0 0000000
2 14 4 5 70 <10 00800000
4.8 Z 1206 4321 T 0 0000000
45 2 46 68 -5 -10 Adﬂpdvc quanﬁ_zaﬁon

Figure (4) Example of encoding an intrablock

The coefficients are processed in zigzag orderesthe most energy
is usually concentrated in the lower-order coe#ints. The zigzag ordering
of elements in an 8 x 8 matrix allows for a morcednt run-length coder.

This is illustrated in figure (5).

R \\W\\\\\\\\
NANVMN]
YN AN NN N

P
/
-

AANANNY

(NARRRRE
NARRRAL

NAwaVEva\Aval
WY

N
N

Figure (5) Zigzag
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With the zigzag order, the run-length coder cots/éne quantized
frequency coefficients pairs of zero runs and nomzeefficients:
34010-11000000-10000.........

After parsing we obtain the pairs of zero runs aaldes:
34/01/0-1/1]000000-1|0000....
These pairs of runs and values are then dcde a Huffman-type

entropy coder. For example, the above run/valuies pae:

Run/Value 34 VLC ({wable Length Code)
1,1 0110

1,-1 0111

0,1 110

6, -1 0001011

End of block 10

The VLC tables are obtained by statiskycaptimizing a large number
of training video sequences and are included inMREG-2 specification.
The same idea is applied to code the DC valuespmeectors, and other
information. Therefore, the MPEG video standardiams a number of VLC
tables[Joh04].



Chapter Five

Conclusions and Future Work

5.1 Introduction

This chapter is dedicated to present some derived conclusions and a
list of proposals for future work related to the research work discussed in the

thesis.

5.2 Conclusions

From the result present in the previous chapter, some remarks related
to the behavior and performance of the two suggested encryption system. A
summary of some important conclusions could be presented as follows:-

1. The encryption under 1% complexity mode is faster than 2™
complexity mode because in the 1% complexity, just | pictures will be
encrypted, while the 2™ complexity mode encrypts | and P pictures,
this mean more data needs to encrypt due to more execution time.

2. Encryption ratio in the 2™ complexity is greater than 1% complexity, it
Is a variable value that depends on many parameters such as (GOP
length, pictures size)

3. From the caculation of MSE and PSNR, the encryption under 2™
complexity mode destroys the visual data more than encryption under
1% complexity mode.

4. The probability of breaking encrypted file in the proposed method is
very small as compared with the two other methods (Fibonacci
method and Galois method).

5. The execution time is a variable value for the three implemented

method and it depends on the nature of the sample.
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5.3 Future work

1.

Selective encryption can work on audio and video together instead of
sequence pictures that related to video only.

The idea of selective encryption could be applied on modern versions
of MPEG video files such as MPEG-2, MPEG-4, MPEG-7 and
MPEG-21
Develop the encryption system to work in real time mode and thisidea
has benefitsin TV satellites broadcasting in the encrypted channels.
Develop the encryption method by combining two methods or more to
produce a new more complicated method hard to break.



Chapter Four
Tests and Results

4.1 Introduction

This chapter is developed to study the encryptierigpmance of the
three encryption methods (Random seed values, &dmormethod and
Galois method). First degree of complexity and sdadegree of complexity
are investigated by performing set of suitable cioje fidelity measures
(such as Mean square error MSE and peak to signaé matio PSNR) on
five different videos sequences that are takinggsisng samples.

The developed system is implemented using ViBaaic Language
(ver 6.0) under windows XP operating system. Tretesy is executed using

dell personal computer (processor Core 2 Due 2K&pat Mega cash.

4.2 Fidelity Criteria

Generally, fidelity criteria can be divided in ted classes:

1. Objective fidelity criteria: this kind of criteria is borrowed from

digital signal processing and information theorjeyt provide

equation that can be used to measure the amowftented data in
the encryption process. Commonly used objectivesomes are mean-
square error (MSE) and the peak to signal noise (BENR).

Where

H -

[N

MSE= 1 %

N s 2O (4.1)

W -1
c=0

Where I(r,c) is the pixel value of the originatire at the (r,c)

location.
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IA(r,c) Is the pixel value of the encrypted pictutéhee same location

(r,c).
The PSNR can be defined &scot98]
(L-1)

1 H-IW -1 A~ PCREEEEREEREERRE

wen 22l (r.c)=1(r.c)]

r=0 c=0

PSNR =10L og,

From quality of view, the larger number of MSE mdzetter
destroying on the encrypted video. Alternately,hwiteak to signal
noise ratio, small numbers of PSNR mean betterajgsy.

2. subjective Fidelity Criteria: Two main types of subjective

measurements exist. The first is referred to agiment tests, where
the viewers score the pictures in terms of howtbag are.
The second type is referred to as quality testgravkhe viewers

score the picture in term of how good they &eot98]

4.3 Performance Parameters

In this research, the main parameters are dverall time
required to perform the encryption process fosatfisitive parts in the
MPEG-1 file andencryption ratio. For all methods used in the system,
the overall time includes generating of the keysl amcryption
process.

The minimization of searching time of the senmsitparts is
considered as the most cost criteria, we do notl neesncrypt the
whole file, just the encryption of the sensitivertpaof the MPEG-1
video files enough to destroy the video, and tisathie one of the

important aims of this work.
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4.4 Samples Specification
To evaluate the performance of the suggested emonyp
system, five video sequences were taken. The picture of each

video is shown in figure (4.1). These five videwalifferent number

of pictures and sizes.

S1 S2
Size: 818 KB Size: 1.714 MB
Figure (4.1.a) Sample 1 Figure (4.1.b) Sample 2

S3 S4
Size: 833 KB Size: 465 KB

Figure (4.1.c) Sample 3 Figure (4.1.d) Sample 4
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ogal

s

B T

NN 3952)

O o gl gulialy U ¢ladfaakl &)l

Size: 1.421 MB

Figure (4.1.e) Sample 5

Table (4.1) Show the number of I, P and B picturethe 5 samples
that used in the evaluations with different GORytas. The encryption work
only on sensitive parts on | and P pictures witmeaed to encrypt B pictures
I.e."selective encryption".

Table (4.1) Number of I, P and B pictures in five amples.

| pictures | P pictures | B pictures GOP's Total Pictures
9 45 90 9 144
19 38 112 19 169
11 30 80 11 121
6 24 58 6 88
14 42 110 14 166
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Tests and Results Y

4.5 Testing Strategy

The testing operation is implemented on five vicdaonples, each

sample was encrypted using three encryption met(laisdom seed values,

Fibonacci, Galois) twice, one for'Tomplexity and the other one fof?2

complexity.

Testing tables illustrate the result of calculgtiancryption time,

MSE, PSNR and encryption ratio for tested samples.
Table (4.2) shows the execution time for the threxthods in T and

2" degree of complexity.

Table (4.2) Execution time for the three methods

Random seed value

Fibonacci Method

Galois Method

Samples
S1 8.19 sec. 9.67 sec. 10.27 seg. 12.11 sec 8.02(se8.1 sec.
S2 12.09 sec.| 13.42sec 13.36 sec. 15.64 sec.  1dc¢7% <13.08 sec
S3 7.98 sec. 8.39 sec. 11.78 seC. 12.95 sec. 6.44/set86 sec.
A 4.33 sec. 4.89 sec. 6.14 seg. 7.92 sec. 4.08 |sec97 sdc.
S5 10.16 sec,, 12.55 sec 16.4 seg. 19.38 sec.  11c6] S68.77 sec
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Table (4.3) MSE for five samples using three methsd

Random seed value

Fibonacci Method

Galois Method

Samples

s1 329283 | 6568.37 | 2793.63| 644242  4002.45%790-57
2 524091 | 5595.33 | 3966.84| 511063  3468.p2°040-21
s3 4963.49 | 690538 | 511835 764355 574957 7495
4 4880.91 | 786258 | 2979.42| 701355 337010 6518
S5 5017.64 | 669032 | 4113.64| 685559  5877.82 7394

73

99

16
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Table (4.4) PSNR for five samples using three mettle

Random seed value

Fibonacci Method

Galois Method

Samples
s1 13.79 10.09 14.79 10.2 1331] 1154
S2 11.14 10.74 12.40 1125 | M5 1057
s3 11.39 9.94 11.24 9.39 10.60 9.65
4 11.55 9.49 13.89 10.01 13.19 10.77
S5 10.56 9.97 12.09 9.85 10.51 9.57
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Table (4.5) shows the encryption ratio of sensiparts in | pictures

for 1 degree of complexity and (I&P) pictures fdf @egree of complexity

for 5 samples.

Table (4.5) Encryption Ratio for 5 Samples

Encrypted | 1% Com. Encrypted | 2" Com. Sive of
ize 0
Sample§ Datain I® | Encryption | Datain 2 | Encryption i
ile
Complexity | ratio (%) Complexity | ratio (%)
S1 8,590 KB 1.04 % 61,899 KB 7.56 % 817 KB
S2 224,419 KB 19.22 % 441,204 KB 37.799 1.14 MB
S3 110,593 KB 13.28 % 309,957 KB 37.24 9 832 KB
S4 51,112 KB 11.01 % 183,375 KB 29.8 % 464 KB
S5 174,073 KB 15.31 % 521,910 45.94 9 1.11 MB

From the testing tables of the three methods (showables 4.2 to

4.5), one can notice the following:

1. The execution time of the®lcomplexity in all three methods is

usually less than the execution time I @mplexity because in™1

complexity, less data will be encrypted thal! @omplexity. The

increasing ratio of time will be approximately frqd®? to 15%) from

the total execution time.
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2. The execution time of Galois method (iff dnd 2¢ complexity) is
less than other method (i.e. the encryption usiapiS method is
faster than Fibonacci and Random seed values).

3. The MSE of 2 complexity is higher than®lcomplexity in all three
methods, that's mean the encryption i @omplexity destroy the
visual information more than®1complexity. Also PSNR results
show that the encryption in"®2 complexity is better than 1
complexity.

4. The testing results of the Random seed values Frafd 2¢
complexity) techniques are very good results. Ttiea is obvious
through the results in testing tables, where MS& BBNR of the
Random seed values in the tables (4.3) and (4.4 sbood
destroying of visual information more than the otheo methods
(Galois and Fibonacci).

9. Encryption ratio is a variable ratio that dependssome properties

of the video such as (size of image and GOP lengttjcing that
* If the sizes of (I) pictures are large, then thergption
ratios will increasen (1% and 29 complexity).
* If the sizes of (B) pictures are large, then thergption
ratios will decrees in fland 2¢ complexity).
* If the sizes of (P) pictures are large, then theryation
ratios will increaseén (2" complexity) only.

» Encryption ratio increases if the length of the GO®Bmall

and vice versa.
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4.6 Brute Force

In cryptanalysis, a brute force attack is a metlmdddefeating a
cryptographic scheme by trying a large number aisgulities, for example,
exhaustively working through all possible keys imder to decrypt a
message. In most schemes, the theoretical possitila brute force attack
IS recognized, but it is set up in such a way thabuld be computationally

infeasible to carry out.

The selection of an appropriate key length dependshe practical
feasibility of performing a brute force attack. Bigfuscating the data to be
encoded, brute force attacks are made less eféeativit is more difficult to
determine when one has succeeded in breaking thee Eor symmetric-key
ciphers, a brute force attack typically means ddsfarce search of the key
space, by testing all possible keys in order t@vec the plaintext used to
produce a particular ciphertext. The expected nunatbdrials before the
correct key is equal to half the size of the kesicgp For example, if there
are 2* possible keys, a brute force attack would Bétgals to find the

correct key[Bru96]

e Brute Force For Random seed values

In the proposed method, we use a key of 10 chagmtiiegenerate 5

integer seed values, each integer consist of E6sbit

Brute force= 2° trials.



Chapter Four Tests and Results N

» Brute Force For Fibonacci Method
The 10 characters key that used to generate tie stiate of 16 bit so

Brute force= 2% trials

* Brute Force For Galois _Method
The 10 characters key that used to generate thed stiate of 16 bit so

Brute force= 2% trials

4.7 Subjective Samples Testing

To evaluate the suggested encryption methods (faom@plexity
degree) subjectively, 7 study pictures are chasenfirst figure (4.2 a) is the
first picture of sample 2, figures (4.2.b), (4.2.¢).2.d), (4.2.e), (4.2.f) and
(4.2.g9) show the same picture encrypted by threeyption methods with*®1

and 2° degree of complexity.

Figure 4.2(A) Sample 2
Original Picture
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Figure 4.2(B) picture encrypted Figure 4.2(C) picture encrypted
in First Complexity Random seed in Second Complexity Random
values seed values

Figure 4.2 D picture encrypted in Figure 4.2 E picture encrypted

First Complexity in Second Complexity
Fibonacci Method Fibonacci Method
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Figure 4.2 G picture encrypted
in Second Complexity
Galois Method

< N
A

— & Proposed MMethod

—m  Fibonacci LFR S
hletiiod

SaloisLFREs
rAEthod

Samples

Figure (4.3) Time of the three methods for % complexity encryption
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Figure (4.5) MSE of the three methods for 3 complexity encryption



Chapter Four Tests and Results VY

MSE for Second Complexity
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Figure (4.6) MSE of the three methods for ¥ complexity encryption
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Figure (4.7) PSNR of the three methods for*icomplexity encryption
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Figure (4.8) PSNR of the three methods for"® complexity encryption



Chapter One

Introduction

1.1 Digital Video

Digital television is the sending and receivingnodving images and
sound by means of discrete (digital) signals, intst to the analog signals
used by analog TV. Introduced in the late 1990s,tdthnology appealed to
the television broadcasting business and consuleetr@nics industries as

offering new financial opportunities.

Video recording in digital form, In order to edlitleo in the computer
or to embed video clips into multimedia documertsyideo source must
originate from a digital camera or be converteddigital. Frames from
analog video cameras and (Video Cassette Recovf&Rs are converted
into digital frames (bitmaps) using frame grabbers similar devices
attached to a computfRal95].

1.2 Encryption

Encryption is the process of transforming infonmat(referred to as
plaintext) using an algorithm (called cipher) tokaat unreadable to anyone
except those possessing special knowledge, useddigred to as a key. The
result of the process is encrypted informatiorc(yptography, referred to as
ciphertext). In many contexts, the word encryptadso implicitly refers to
the reverse process, decryption (e.g. “softwaresfaryption” can typically
also perform decryption), to make the encryptedrimftion readable again
(i.e. to make it unencryptefiylen96].
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1.3 General Encryption Approaches
In generalthere are two encryption approaches as listed below

e Stream cipher: is a symmetric cipher where plaintext bits are
combined with a pseudorandom cipher bit streamgtkesm), typically
by an exclusive-or (XOR) operation. In a streamheipthe plaintext
digits are encrypted one at a time, and the tramsfbon of successive

digits varies during the encrypti¢€hr05].

* Block cipher is a symmetric key cipher which operates on fixeagth
groups of bits, termed blocks, with an unvaryirgngformation. When
encrypting, a block cipher might take a (for examd28-bit block of
plaintext as input, and output a corresponding Wi?28block of
ciphertext. The exact transformation is controllsihg a second input
(secret key). Decryption is similar, the decryptiaigorithm takes, in
this example, a 128-bit block of ciphertext togetivéh the secret key,

and yields the original 128-bit block of plaintg¢&thr05].

1.4 Video Encryption

Video Encryption is an extremely useful method tbe stopping
unwanted interception and viewing of any video treo information, for
example from a law enforcement video surveillanemd relayed back to a
central viewing centre. The human eye is very gatpodpotting distortions in
pictures due to poor video decoding or poor chaitevideo encryption
software. Therefore, it is very important to chotse right software or else
the video may be un-secure. Modern image and vidempression
techniques today offer the possibility to stordransmit the vast amount of
data necessary to represent digital images and videan efficient and
robust way[ Shi04].
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1.5 Moving Picture Experts Group (MPEG):

This types of files was established in 1988ha framework of the
Joint ISO/IEC (International Organization for Stargization/International
Electrotechnical Commission) Technical Committ#ECX 1) on Information
Technology with the mandate to develop standardsdded representation
of moving pictures, associated audio and their ¢oatlon when used for
storage and retrieval on digital storage media. MIREG committee began
life by the hand of Leonardo Chairigloione and KhibYasuda with the
immediate goal of standardizing video and audiocfumpact disks. MPEG
adopts the CCIR601 digital TV format also known&i& (Source Input

Format)[Web1].

Many MPEG versions were proposed are listed below:

MPEG-1 supports only non-interlaced video with a bitrateup to
about 1.5 Mbit/s, it's a standard is also refetoeds ISO/IEC 11172 and, it
has five parts: 11172-1 Systems, 11172-2 Video,/243 Audio, 11172-4
Conformance, and 11172-5 Softwashu07].

Normally, its picture resolution is:

o 352* 240 for NTSC (National Television System Committer)eo
at 30 FPS (Frame per second).
» 352* 288 for PAL (Phase Alternating Line) video at 255-P

* |tuses 4:2:0 chroma subsampling

MPEG-2 was designed to provide video quality not loweanth
NTSC/PAL and up to Committee Consultative Interoradl pour la Radio
CCIR 601 quality with bitrates targeted betweem#@ &0 Mbit/s. emerging
applications, such as digital cable TV distributicatellite broadcasting
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distribution and terrestrial digital broadcastingtdbution, were seen to
benefit from the increased quality expected to IteBom the emerging
MPEG-2 standard. The MPEG-2 standard was releasead4[Web?2)].

MPEG-3 is the designation for a group of audio and videdirg
standards agreed upon by MPEG .It was designeandl&é HDTV (High-
definition television) signals in the range of 040 Mbit/s|[Web2].

MPEG-4 is a standard used primarily to compress audio\asual
digital data (AV). Introduced in late 1998, it leetdesignation for a group of
audio and video coding standards under the fortaadard ISO/IEC 14496.
The uses for the MPEG-4 standard are web (streanmaglia),CD
distribution, conversation (videophone), and braatictelevision, all of

which benefit from compressing the AV strefivieb?].

MPEG-7 Is a multimedia content description standard tHatvafast
and efficient searching for material that is ofem#st to the user. It is
formally called Multimedia Content Description Irfce. Thus, it is not a
standard which deals with the actual encoding ofingppictures and audio,
like MPEG-1, MPEG-2 and MPEG-4. It uses XML (Extiéxhes Markup
Languaggto store metadata, and can be attached to timeioaxder to tag

particular events, or synchronize lyrics to a sdagexampldWeb2].

MPEG-21 aims at defining an open framework for multimedia
applications ISO 21000, specifically; MPEG-21 defines a "Rights
Expression language" standard as means of sharingitald
rights/permissions/restrictions for digital contdndbm content creator to

content consumgiNVeb?2].
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1.6 Job of MPEG Digital video

The job of MPEG is to take analogue or digital widgagnals and
convert them to packets of digital data that areenefficiently transported

over a network. Being digital it has the followirgdvantages:

Signal does not degrade.
Picture does not get fuzzy.
Signal-to-Noise ratio goes down.

MPEG is derived from the original work by the JoRictures Expert
Group (JPEG). The JPEG standard is for still imaged is a lossy
technique. It takes advantage of the nature ofhtlmean eye and removes
redundant information that do not see. JPEG wasoapd in 1994 as ISO
10918-1, The JPEG standard specifies botltddec, which defines how an
image is compressed into a stream of bytes andng@essed back into an
image, and thdile format used to contain that stream. The compression
method is usually lossy compression, although tlaeeevariations on the
standard baseline JPEG that are losgi8s396].

1.7 Literature survey
Many researchers study the field of image encoyptfew of them

focus on video encryption, some of them are listeldw:

1. Chun Yuan, Bin B. Zhu and et.al, Efficient and Fully
Scalable Encryption for MPEG-4, 2001 [ChuO1].

This research proposes a novel and low complexitemme to
encrypt MPEG-4 streams. The encrypted MPEG-4 stream be
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processed by middle stages directly on the cipkenmthout
decryption. In addition that this research propgdeeme that has no
degradation on either compression efficiency ororemresilient

performance, and allows random access.

2. Shujun Lian, Chaotic Encryption Scheme for Real-Time
Digital Video, 2002 [Shu02]

This research proposes a novel video encryptiorrsehbased
on multiple digital chaotic systems, which is cdll@VES (Chaotic
Video Encryption Scheme). CVES is independent of &iteo
compression algorithms, and can provide high sictor real-time
digital video with fast encryption speed, and cansbmply realized
both by hardware and software.

3. Jason But, Limitation of Existing MPEG-1 Ciphers for
Streaming Video 2004 [Jas04].

This work presents the suitability of the encryptalgorithms
In a streaming video context. The conclusion ig th@ne of the
existing ciphers are suitable for use in streanMiiREG-1 video and

that a new encryption algorithms are required iss purpose.

4. Shiguo Lian, Jinsheng Sun and et.al, A Fast Video
Encryption Scheme Based-on Chaos,2004 [Shi04]

This research proposes a cryptosystem for encryoiength
codes with chaotic run-length encryption algorithf@REA),
encrypts the signs of motion vectors with secueityranced chaotic

stream cipher (SECSC) and distributes keys withotbakey
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distributor (CKD) at the same time. Its securitgympression ratio

and computational complexity are analyzed in detail

5. Dhiah Eadan Al-Shammary, Interframe Compression Using
Distributed Systems, 2005 [Dhi05]

This work aims to develop two different models fadeo
compression. It implements most of the well-knowation search
methods with testing and their performances arestigated. This
work implements the Fractal Image Compression tegcie) in
addition to the DCT as images transform coding rieyle.

6. Deniz Taskin, Cem Taskin and et.al, Selective Encryption
of Compressed Video Files, 2007 [Den07]

The project addresses the security requirements davelops
conventional methods for compressed video encmyptibhese
approaches are called naive approach and requargypbf system
resources. For real time encryption of video fibesl video stream
and offer selective encryption based on RSA asymoaét

encryption method.

7. Shujun Li, Guanrong Chen and et. al, On the Design of
Perceptual MPEG-Video Encryption Algorithms 2007
[Shu07].

In this research, some existing perceptual enaymigorithms
of MPEG videos are reviewed and some problems, cesdpe
security defects of two recently proposed MPEG-wigerceptual
encryption schemes, are pointed out. The reseairel to use
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simpler and more effective designs, which selebtigacrypts fixed-

length codewords in MPEG-video bit streams.

1.8 Aim of Thesis

The proposed work aims to study the internal stmecof MPEG-1

video files and apply the idea of selective enaoypto MPEG-1 files to

minimize the complexity due to less time needethéprocess of encryption

and decryption, this is a very useful idea for sggypurpose in transmitting

video files over network or storing important vidides.

1.9 Thesis Layout

The work in this thesis is organized as follows:

 Chapter (2):

» Chapter (3):

» Chapter (4):

e Chapter

(5):

explains selective encryption, types of video
encryption, image and video compression and the
internal structure of MPEG-1 video file in details.

this chapteiincludes all the details of the designed
and implemented video encryption system. All the
algorithms used in this work are presented.

this chapter contains the result of some @sgdied

on some samples of movies used as test material in
this work, the used criteria are fidelity measures
(MSE, PSNR) beside the encryption ratios.

includes the derived conclusions and some

suggestions for future work.



Chapter Three
The Proposed Encryption System

3.1 Introduction

The protection of visual property of multimedia temt in networks
and data storage is a major challenge now, Copt@té¢ction is provided
by cryptography. In public key cryptosystem, thare two keys: a public
key which is publicly known and the private key wahiis kept secret by
the owner. The system called asymmetric becauserehit keys are used
for encryption and decryption. If data are encrgpteth a public key, it
can only be decrypted using corresponding private k

Due to the increase in processor speed on even tnosmart
cryptanalysis, the key size for public key crypeqgry grew very large,
this created a disadvantage in asymmetric key asystems. Public key
cryptography is slower and requires a large menoaqyacity and large
computational power, symmetric key approach sotliese problems and
meets the real-time constraint for video playback.

The technigue of selective encryption encrypts esqrarts of a
compressed data file while leaving others unenegpit is a strategy that
small fraction of encrypted bits can cause a halorof damage to a file.
Instead of encrypting the whole file bit by bit,lyphighly sensitive bits are
changed as seen in figure (3.1). Moreover seleaiveryption reduces

required total encryption work and saves systelDueEss.



Chapter three the Proposed Encryption System )

Video file

l

Determining Sensitive Parts

Sensitive Parts

v Non Sensitive
l Parts
Applying Selective
Encryption
> Collect The <

Encrypted File

l

Encrypted Video
File

Figure 3.1 General review of selective video entoyp

Where this strategy encrypts some parts of compdesgleo file
selectively while guaranteeing the security of theginal file. This
strategy not saving just the time for encryptindea file, but also system
complexity.

Selective encryption may not be effective if théset is small and
it's relatively easy to guess. This makes composssstandard very
important and have to be studied for making a peréelective video
encryption.
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3.2 Media File

MPEG-1 standard is commonly preferred as a solutaf
compressing video data because of its higher casjae ratio. It is still
largely employed in video compression and commuimoandustry, the
key of higher compression ratio is similarity beémepictures in a
sequence. A video sequence is simply a seriesctirps taken at closely
spaced intervals in time. These pictures tend tgue similar from one
to next. MPEG-1 compression system takes advardédleis similarity
and it is possible to apply selective encryption ibnMost of video
encryption techniques use some important partsE® file and encrypt

them to produce a destroyed video file.

3.3 The Proposed Encryption System

In the proposed work, three encryption algorithnSalis
,Fibonacci LFSRs andthe Random Seed values Method " Proposed
Method") are implemented, all of these algorithms workstneam
cipher mode, while block cipher can not be applieduch situation
because there are different sizes (part size) &k zipher needs a
fixed size to work properly. The algorithms areplagd on different
parts of MPEG-1 video file, as listed below:
1. Apply one of these three algorithms to (1) pictuoasy.
2. Apply one of these three algorithms to (1&P) pretsionly.

3.4 Encryption System Structure
Figure (3.2) illustrates the general proposed ygtmn
system. The steps of work are mentioned below:-
1. At the first, the system will open the selected MEIRE video file as

binary file.
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2. Parsing the MPEG-1 file to set main parameters fbahd in

successive headers.

Determining
GOP's start

positions.

MPEG File| Read MPEG-1 Parsing MPEG-1
—> file. —> file.
Determining Determining
slices belong to |«— pictures Types |, P,
each picture. and B.
A 4
Determining

complexity degree that
system will work in.

A

belong to the GOP.

Getting pictures
start positions

A 4

Second Degree |,P pictures

l

Choosing Encryption
Algorithm.

A 4

First Degree | pictures

l

Choosing Encryption
Algorithm.

Seed values)

Encryption Methods (Fibonacci, Galois, or Random

Encrypted
MPEG-1 File

Figure (3.2) The Structure of Encryption System
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3. Determining GOP's start positions in the MPEG-&,fdnd pictures
included in the GOP.
4. Determining pictures type (I, P and B) from picthesader.
5. Determining start and end positions of all slicedohg to each
picture.
6. Complexity Degree: In the proposed work, two comipedegrees,
as follow:
* First degree. Apply encryption algorithms to the slices
belong to all | frames in the MPEG-1 file.
» Second Degree: Apply encryption algorithms to the slices
belong to all | and P frames in the MPEG-1 file.
7. Encryption Algorithms: Three methods in thegwsed system are
used:
- GaloisMethod.
» Fibonacci LFSRs Method.
» Random Seed Values Method.

3.5 Parsing of MPEG-1 Video File

MPEG-1 video file contains important parameterst tha

determine information needed in video players agh

Multiplex rate: audio and video multiplexing rate.

Header length.

. Stream id: determine the next stream if it is auativideo.
. Packet length

. Horizontal and vertical size in pixel.

. Pixel aspect ratio: defined by a code, this regmts the

height and width of the video image
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* Picture rate: defined by a code that representsitingber of
pictures that may be displayed each second. Algorit
(3.1) shows MPEG-1 parsing procedure.

Algorithm (3.1) Parsing MPEG-1 File

Input: MPEG-1 file.
Output: Main Parameters of MPEG-1.

Procedure
While not end of file
Load 4 bytes from the file b (1)... b (4)

Case b (1), b (2), b (3) and b(4)

« 00, 00, 01, BA :MPEG-1 Pack header
Save system clock reference;
Save Multiplex rate;

* 00,00, 01, BB : MPEG-1 System header;
Save header length.

¢ 00, 00, 01, (110XXXXX): for audio stregm
Data comes after this header belongsitiho bound

¢ 00, 00, 01, (1110XXXX): for video stream;
Data comes after this header belongs to video.

¢ 00, 00, 01, B3 : MPEG-1 Sequence Header
Save horizontal and vertical size, pixel aspeab rgicture rate
and bit rate.

End of Case
End of While

3.6 Determining GOP's, pictures start positions and

relative parameters
For each GOP, there is only one | picture and mBngnd B
pictures. GOP structure is mandatory in MPEG-1. @FGstructure also
introduces error resilience due to frequent updatestra coded pictures.
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Furthermore, the GOP structure results in a peripdttern of the different
picture types making a layered approach possible.

GOP header contains parameters about time (houmites and
seconds) and number of pictures included in the GAIFstart positions
of pictures in the GOP will determined and saved é&mcryption
processing.

Picture header contains information about tempoedkrence,
picture coding types (I, P or B), buffer delay @nm 90 KH; clock cycles
needed to fill buffer from empty state at targdtrate to correct level at
start of play) and information about motion comiu (backward or

forward) prediction for (P and B) pictures.

Algorithm (3.2) Determine GOP's and pictures positbns

Input: MPEG-1 file
Output: 1-D Array contains GOPs start positions, 1-D array aimist start
positions of all | pictures , 1-D array containgarstpositions of all P
pictures, 1-D array contains start positions ofBapicture and 2-D array
contain all picture with types.
Procedure
|_pic_count=0: P_pic_count=0: B_pic_count=0
Pos=0: gop_count=0: all_pic_count=0
While not end of file
Load 4 bytes from file in the location Pos as b.(D) (4)
Case b (1), b (2), b (3), b (4)
* 00, 00, 01, B8: GOP start position.
gop_count = gop_count +1;
gop(gop_count)= Pos;
save time in hour, minute and second and numbgictires.
* 00, 00, 01, 00: Picture start position.

Save temporal reference;
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If picture = (1) then foding type
|_pic_count = |_pic_count +1;
|_pic(l_pic_count )= Pos;
all_pic_count=all_pic_count+1
all_pic(all_pic_count,1)=pos;

all pic(all pic count,2)=1; "For | pic."
End If
If picture = (P) then ¢bding type
P_pic_count = P_pic_count +1;
P_pic(P_pic_count )= Pos;
all_pic_count=all_pic_count+1
all pic(all_pic_count,1)=pos;
all pic(all pic count,2)=2; "For P pic.
End If
If picture = (B) then dbding type

B_pic_count = B_pic_count +1;
B_pic(B_pic_count )= Pos;
all_pic_count=all_pic_count+1
all pic(all_pic_count,1)=pos;
all_pic(all_pic_count,2)=3For B pic."
End If

Determine the prediction type for P and B ynies.
Backward and forward
End of case
Increment Pos by;
End of While

3.7 Determining slices for each picture
Each picture consists from number of slices,drgbses are differ in

size making block cipher imposable to apply inpheposed system.
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For more flexibility in the system, it musétermine slice (start and
end) positions for each picture (the size of sliae)l the type of picture
that slice belong to, because only more sensitistesbin the slice will

send to encrypt using one of the encryption methods

Algorithm (3.3) Determine start and end position®f all slices in the

file
Input: MPEG-1 video file, 2-D array for all pictures Wwithe types.
Output: 2-D array contain (picture type, start, end) poss of all slices
in
all pictures.

Procedure
all_slice_co=0: Flag=0;
/[for all picturesin file except the last one.
Fori=1to all_pic_count -1
j=all_pic(i,1)
While j< all_pic(i+1,1)
Load 4 bytes from fitethe location j as b(1)...b(4).
/I The start codes of all sliceswill be in the range (from 01 to AF)
Case b(1), b(2),H§83)
* From 01 to AF and flag=0;
all_slice_co= all_slice_co+1;
type_slice_st_ed(all_slice_co,1)7ailt(i,2);
/l determining the type of picture that slice belong to
type slice st ed(all slice co,2)=j; // dlice start
flag=1;
* From 01 to AF and flag=1
/lthe beginning of the next slice and end of previous slice

3
type slice st ed(all slice co,3)=j; // sliceend
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flag=0;
End of case
L
End of While
Next i

/I for the last picturein thefile
j=all_pic(all_pic_count,1)
While not end of file
Load 4 bytes from file in theddion jas b (1)... b (4)
Case b(1), b(2),b(3),b(4)
* From 01 to AF and flag=0;
all_slice co=all slice co+l;
type_slice_st_ed(all_slice_co,1pl pic(i,2);
type_slice_st_ed(all_slice_co,2) = j;// dice start
flag=1;
* From 01 to AF and flag=1
IEh
type_slice_st_ed(all_slice_co,3) = j{/ dliceend
flag=0;
End of case
=i+l
End of While

3.8 Galois Encryption Method

Is an alternate structure that can generate the sanput sequences

as a conventional LFSR.
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3.8.1 Generation of state

The first state of Galois encryption method is gatexl from secrete

key of the proposed encryption system as showigurd (3.3)

First 8-Bits Second8-Bits

Figure (3.3) The Generation of First state "Galois Method"

Algorithm (3.4) shows the generation of first stadé Galois
encryption method.
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Algorithm (3.4) The generation of first state of Géois
encryption method.
Input: 10 characters as secrete key.

Output: 16 Bits represents the first state of register.

Procedure
co=1;
t1=Asc(sec_key,i,1);
t3=Asc(sec_key,10,1);
Fori=1to 4
t2=Asc(sec_key,i+1,1);
t1=tl Xor t2;

t4=Asc(sec_key,104);

t3=t3 Xor t4;
Next i
Bl=tl; Il first byte.
B2=t3; //Second byte.

3.8.2 First Degree of Complexity (Galois Method)

e Stagel: Galois encryption method will work on the sliceddng
to | pictures in the file, so the system must prepghese slices
for encryption in this stage. Algorithm (3.5) repeats the first
degree of complexity applied on stage no.l1 of thalofs

encryption method.
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Algorithm (3.5) Stage no.1 of the Galois encryptiomethod first
degree of complexity.
Input: 2-D array type_slice_st_ed and MPEG-1 file.
Output: 1-D array of most sensitive bytes in | pictures irder to send
it to encryption procedure.
Procedure
1=0;
for i=1 to the number of slices in type_slice st ed
if type slice st ed(i,1) =1, // 1 mean slice belong to | picture.
k= type slice st ed(i,2); // dlice start.
I=type slice st ed(i,3); //sliceend.

co=0;
For j=k to |
co=co+1;

&b 1byte from file in location j as b;
Put b in enc_bytes(co);

Next |

Calling Galgsocedure (explained in algorithm

3.6 stage npta?encrypt enc_bytes()
For j=k to |

Pubyite in the file in the location |
Next j
End if

Next i

e Stage 2: encryption of sensitive bytes belong to | pictulss
usingGalois encryption procedure. Algorithm (3.6) reers this
stage.
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Algorithm (3.6) Stage no.2 of the Galois encryptiomethod first
degree of complexity.
Input: 1-D array of sensitive bytes belong to | pictured &6-bits
as first state.
Output: The encryption of sensitive bytes.
Procedure
For i= 1 to the number of bytes in enc_bytes
Forj=1t0 8
arr(14)=arr(1) Xor arr(15);
arr(13)=arr(1) Xor arr(14);
arr(11)=anyf Xor arr(12);
tl=arr(1);
Fori=2 to 16
arr(i-1)=arr(i)
Next |
arr(16)=tl;
b(j)=t1; //where b is 8-bit
Next j
b_value = the integer value from &hbit
enc_bytes(i)=enc_bytes(i) Xor b_value
Next i

3.8.3 Second Degree of Complexity (Galois Method)

» Stagel: Galois encryption method will work on the slices
belong to | and P pictures in the file, so the eystmust
prepare these slices for encryption. Algorithm Y3lldstrates

this stage.
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Algorithm (3.7) Stage no.1 of the Galois encryptiomethod
Second degree of complexity.
Input: 2-D array type_slice_st_ed and MPEG-1 file.
Output: 1-D array of most sensitive bytes in | and P pictus in order to
send it to encryption procedure.

Procedure
1=0;
For i=1 to the number of slices in type_slice_st _ed
If type slice st ed(i,1) =1 or 2; /l 1 mean slice belong to |
picture while 2 mean slice belong
to P picture.
k= type slice st ed(i,2); [/ dlicestart.
I=type slice st ed(i,3); //dliceend.
co=0;
For j=k to |
co=co+1;
&b 1byte from file in location j as b;
Put b in enc_bytes(co);
Next |
Calling encryption prdcee (explained in algorithm 3.8 stage
no. 2 ) to encrypt enc_bytes()
For j=k to |
Put 1 bytdle file in the location |
Next |
End if

Next i

» Stage 2. encryption of sensitive bytes belong to | pictulss
using Galois encryption procedure. Algorithm (3.8) illketes
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stage no.2 of the Galois encryption method forfits¢ degree

of complexity.

Algorithm (3.8) Stage no.2 of the Galois encryptiomethod
second degree of complexity.
Input: 1-D array of sensitive bytes belong to | and Rypes and
16-bits as first state.
Output: the encryption of sensitive bytes.
Procedure
Apply algorithm (3.6) on | and P pictures.

3.9 Fibonacci LFSRs Encryption Method

A 16-bit Fibonacci LFSR, the register cycles througe maximal
number of 65535 states excluding the all-zerods.sta

3.9.1 State Generation

Figure (3.4) shows the generation of the firstestatitial state) of
Fibonacci LFSR encryption method to produce 16foas 10 characters.
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Figure (3.4) State Generation

Algorithm (3.9) shows the first state generation

Algorithm (3.9) First State Generation
Input: 10 characters as secrete key.
Output: 16 Bits represents the first state of register.
Procedure
co=0;

Fori=2to 5
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co=cd+
t1=Asc(sec_key,i,1);
t2=Asc(sec_key,10-i+1,1);
t(co)=tl Xor t2;
Next i
t1= Asc(sec key,l1,1);
t2=Asc(sec_key,10,1);
t3=t1 Xor t2; // ByteNo. 2
For i=1 to co-1
t(i)=t(i) Xor t(i+1) // Byte No. 1

Next i

3.9.2 First Degree of Complexity (Fibonacci Method)

» Stagel: Fibonacci LFSRs encryption method will work on the
slices belong to | pictures in the file, so thetegs must prepare
these slices for encryption in this stage. Alganit(8.10) depicts

the stage.
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Algorithm (3.10) Stage no.1 of the Fibonacci LFSRencryption
method first degree of complexity.
Input: 2-D array type_slice_st_ed and MPEG-1 file.
Output: 1-D array of most sensitive bytes in | picturestder to send
it to encryption procedure.
Procedure
1=0;
for i=1 to the number of slices in type_slice_st_ed
if type slice st ed(i,1) =I; // 1 mean slice belong to | picture.
k= type slice st ed(i,2); // dlice start.
I=type_slee st ed(i,3); //dlice end.

co=0;
For j=k to |
co=co+1;

&b 1byte from file in location j as b;
Put b in enc_bytes(co);

Next j

Calling Fibonat&SRsprocedure (explained in algorithm
3.11 stage 29Q.to encrypt enc_bytes()

for j=k to |
pubytte in the file in the location |
Next j
End if
Next i

« Stage 2: encryption of sensitive bytes belong to | pictuogs
usingFibonacci LFSRs encryption procedure. See algorithm
(3.11).
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Algorithm (3.11) Stage no.2 of the Fibonacci LFSRencryption
method first degree of complexity.
Input: 1-D array of sensitive bytes belong to | pictuaes 16-bits
as first state.
Output: the encryption of sensitive bytes.

Procedure
For i= 1 to the number of bytes in enc_bytes
forj=1to 8
tl=arr(16) Xor arr(14);,
t1=tl Xor arr(13);
t1=tl Xor arr(11);
For k=15 down to 1
arr(k+1)=arr(k)
Next k
arr(1)=tl;
b(j)=tl; //where b is 8-bit
Next j
b_value = the byte value from 8-briagr

enc_bytes(i)=enc_bytes(i) Xor b_value

Next i

3.9.3 Second Degree of Complexity (Fibonacci Method )

»  Stagel: Fibonacci LFSRs encryption method will work on the
slices belong to | and P pictures in the file asxghin algorithm

(3.12), so the system must prepare these slicesnfoyption.
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Algorithm (3.12) Stage no.1 of the Fibonacci LFSRencryption
method Second degree of complexity.
Input: 2-D array type_slice_st_ed and MPEG-1 file.
Output: 1-D array of most sensitive bytes in | and P pestun
order to send it to encryption procedure.

Procedure
1=0;
For i=1 to the number of slices in type_slice_st _ed
If type slice st ed(i,1) =1 or 2; // 1 mean slice belong to |
picture while 2 mean slice belong
to P picture.

k= type slice st ed(i,2); // slicestart.

I=type slice st ed(i,3); //dliceend.

co=0;

For j=k to |
co=co+1;
Get 1byte from file in location j as b;
Put b in enc_bytes(co);

Next j
Calling encryption procedure (explained in algaritB.13 stage
no. 2 ) to emurgnc_bytes()
For j=k to |
Put 1y the file in the location |
Next |
End if

Next i

« Stage 2. encryption of sensitive bytes belong to | and Rypes
by using Fibonacci LFSRs encryption procedure
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Algorithm (3.13) Stage no.2 of the Fibonacci LFSRencryption
method Second degree of complexity.
Input: 1-D array of sensitive bytes belong to | and Pysest and
16-bits as first state.
Output: the encryption of sensitive bytes.

Procedure
Apply algorithm (3.11) on | and P pictures.

3.10 The Random Seed Values Method

After determining start and end positions for eslate with the type
of picture that slice belong to, the proposed eptooy system will have a

2-D array (type_slice_st_ed), an example is shawabhle (3.1)

Table (3.1) an array with Picture type, start, and

Picture Type Start position End position
I 2650 18322
P 19106 33491

All encryption algorithms in the system will useist array before
encryption, and it is very useful in the determgnfirst degree and second
degree of encryption.

 For first degree of complexity: all slices in tharay

(type_slice_st_ed) that belong to | pictures wdldncrypted.
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For second degree of complexity: all slices in theay
(type_slice_st_ed) that belong to | and P pictunels be
encrypted.

In the Random Seed Values method, a secrete k&9 characters
were used to generate 5 seeds values as showgune 1i3.6). Algorithm
(3.14) illustrates the generating of seed values.

X
o |
A
v
@
(62}

A

@
@ or

Xor

A

v
A

Figure (3.6) Generating seed values

These seeds values are used to generate a rancobensy Visual
Basic Ver.6 random generator were used in the syssee algorithm
(3.15). From each seed value, there are N randanbers where N is a
prime number as:

 R1 (241) for seed no. 1.
« R2(151) for seed no. 2.
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» R3(253) for seed no. 3.
* R4 (157) for seed no. 4.
 R5(251) for seed no. 5.

The prime number will reduce the probability opeating same
numbers in the iterations.

Algorithm (3.14) Generating Seed Values
Input: 10 characters as secrete key.
Output: 5 Seed values.
Procedure
Fori=1to 5
T1 = asc(sec_key, i, 1);
T2= asc(sec_key, 161, 1);
T3=T1 Xor T2;
Seed(1)=T3;
Next i

Algorithm (3.15) Generating random numbers from sed values
Input: 1-D array of seeds values.

Output: 5 arrays represent random numbers for each seee.val
Procedure

Randomize (seed(1))
Fori=1to241: rl1(i)=rnd *255 : Next i
Randomize (seed(2))

Fori=1to 151: r2(i)=rnd *255 : Next i
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Randomize (seed(3))
Fori=1to 253: r3(i)=rnd *255: Next i
Randomize (seed(4))
Fori=1to 157: r4(i)=rnd *255: Next i
Randomize (seed(5))
Fori=1to 251: r5(i)=rnd *255: Next i

3.10.1 First Degree of Complexity (Proposed Method)

» Stagel: All slices belong to | pictures will prepare for
encryption.
Algorithm (3.16) illustrates stage no. domplexity of the
proposed method.

Algorithm (3.16) Stage no.1 of the proposed encryjoin method
first degree of complexity
Input: 2-D array type_slice_st _ed and MPEG-1 file.
Output: 1-D array of most sensitive bytes in | picturesider to
send it to encryption procedure.

Procedure

1=0;
For i=1 to the number of slices in type_slice_st_ed

Ftype slice st ed(i,1) =1; /' 1 mean slice belong to | picture.

k= type slice st ed(i,2); // dlice start.

I=type slice st ed(i,3); //dliceend.

co=0;

For j=k to |

co=co+1;

&b 1 byte from file in location j as b;

Put b in enc_bytes(co);
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Next j
Calling encryptiprocedure (algorithm 3.17) applied on |
pictures to encrypt enc_bytes()
For j=k to |
Pubyite in the file in the location |
Next j
End if
Next i

» Stage 2. Encryption of sensitive bytes.

Algorithm (3.17) Stage no.2 of the proposed encryjoin method

first degree of complexity

Input: 1-D array of sensitive bytes and 5 arrays of ddSedues
come from | pictures only.
Output: the encryption of 1-D array.

Procedure
11=0: 12=0: 13=0: i4=0: 15=0;
For i= 1 to the number of bytes in encebyt
enc_bytes(i)=r1(i1l) Xor r2(i2) Xad(i3) Xor r4(i4) Xor r5(i5)
Xor enc_ésf);
11=(i1+1) mod 241,
12= (i2+1) mod 151;
i3= (i3+1) mod 253;
i4= (i4+1) mod 157,
1I5=i15+1 mod 251,
Next i
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3.10.2 Second Degree of Complexity (Random Seed

Values Method)
« Stagel: All slices belong to | and P pictures will prepdor
encryption. Algorithm (3.18) depicts the"2degree of

complexity.

Algorithm (3.18) Stage no.1 of the Random Seed Vaa method
second degree of complexity

Input: 2-D array type_slice_st_ed and MPEG-1 file.

Output : 1-D array of most sensitive bytes in | and P pesun

order to send it to encryption procedure.

Procedure
1=0;
for i=1 to the number of slices in type_slice_st_ed
If type slice st ed(i,1) =1 or 2; // 1 mean slice belong to |

picture while 2 mean slice belong
to P picture.
k= type slice st ed(i,2); // dlicestart.
I=type slice st ed(i,3); //dliceend.
co=0;
For j=k to |
co=co+1;
Get 1byte from file in locatipas b;
Put b in enc_bytes(co);
Next |
Call encryption procedure (althm 3.19) applied on | and P pictures
to encrypt enc_bytes()
For j=k to |
put 1 byte irethie in the location j
Next |
Next i
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 Stage 2. Encryption of sensitive bytes. A second degree of
complexity will be implemented by applying algonth
(3.19) on I and P pictures.

Algorithm (3.19) Stage no.2 of the proposed encryjoin method
second degree of complexity
Input: 1-D array of sensitive bytes and 5 arrays of -dSedues
come
from | and P pictures.
Output: the encryption of 1-D array.

Procedure
Apply algorithm (3.17) on | and P pictures.
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Theoretical Background

2.1 Introduction

With the development of computer technology anderiret
technology, multimedia data especially video dat& @sed more and
more widely. Some sensitive videos about businedgary or politics
often require to be protected before transmissinch can be realized
by data encryption algorithms. Various data endoyptlgorithms have
been proposed and widely used, such as Data Erammygtandard (DES),
Ron Rvest, Adi_$hamir, and Leonard dleman (RSA), International Data
Encryption Algorithm (IDEA) and Advanced Encrypti@andard (AES)
etc. But most of them are used to encrypt textioady data, which are
often of high computational complexity. They ar#idilt to be used into
video encryption directly, for video data are oftenlarge-volume and
require real-time operation, such as picture dispta time seeking,

frame cutting or bit-rate control and so [@hi04].

2.2 Selective Encryption

Selective encryption is a technique that is usedmiaimize
computational complexity or enable system functibpaby only
encrypting a portion of a compressed bitstream avisilill achieving
reasonable security. Selective encryption need=lfonot only on the
beneficial effects of redundancy reduction, bubas the characteristics
of the compression algorithm to concentrate impartiata representing
the source in a relatively small fraction of thempwessed bitstream
[Liu04].
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These important elements of the compressed datarieecandidates for

selective encryption.

Selective encryption is at odds with the typiesldred concept of
encryption in which source processing of any typecl as compression)
Is applied independently of successive processyngrbencryptor (with
the operations reversed at a decoder). As subbaits a special burden of
showing sufficient performance improvement in targpplications to
warrant foregoing the substantial system design a@adnplexity
management advantages of layering. It has beerogedpn a number of
specific applications, especially where it can

 Create an opportunity to efficiently add multiplafferent

encryption systems to the same bitstream by onbrypting a

fraction of the data under each encryption systehile sending

the remaining information in the clear (this is tfoeeus of an
important commercial application of selective emptign to

MPEG- 2)

* Permit different ways to organize data; for exangaehing large
amounts of in the clear data close to users whitiging the
remaining necessary portions from a distant butensecure site at

the time of use.

* Provide a method for efficiently making a low gqtyaiersion of a
bitstream that can be viewed by all while the uhlity version is
reserved for those who pay (a variation on thecteke encryption
strategy in which the encrypted data is not thguired to view
even a poor reproduction, but rather the additioiaéh required to

view a good reproductioffomO04].
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2.3 Types of Video Encryption Algorithms

Many video encryption algorithms have been progpg#ich can be

classified into three types as shown be[@hi04].

1. Complete-encryption algorithms It encrypts raw data or
compressed data directly with traditional cryptésgss. Among
them, some ones encrypt raw data directly. Some enerypt
compressed data directly. These complete encrytigarithms
are often of high security that benefits from thaditional
cryptographies. But they are also of high compaoieti
complexity and change file format. So they are nsrigable for
secure video storing than for transmission.

2. Selective encryption algorithms:It encrypts video data partially
or selectively. Among them, some ones encrypt s@fndiscrete
cosine transform (DCT) coefficients or motion vestoln these
schemes, only signs of DCT coefficients or moti@cters are
encrypted. Some algorithms propose to confuse Dégfficients
completely or partially, but they are not securaiagt known-
plaintext attacks. So the algorithms combining ficent
confusion with sign encryption are preferred. Thaggorithms
often satisfy real-time requirement and keep filernfat
unchanged. However, they often change compresatangreatly,
They change the statistical characteristics of DsOEfficients.
Thus, they are more suitable for real-time applcet such as
video transmission or video access, than for vi&teang.

3. Compression-encryption combined algorithms That realizes
compression process and encryption process atatine sime. It

done by controlling the parameters of entropy emgpd
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2.4 Lossless and Lossy data Compression

Lossless compression technique provide the guarantee that no
pixel difference between the original and the dgm@ssed image, i.e
lossless schemes result in the reconstructed lkataxactly matches the
original.

Lossy compression is techniques to remove as much irafoom
from a given set of coded data were the impacthef duality of the
decoded representation is the least. Or, in simplerds: Lossy
compression removes things we can’t see or hearvifieo and audio
compression). Example of lossy compression isIR&E(G) image format
(*.Jpg or *.jpeg) and the audio compression scheWi&kRAC Adaptive
Transform Acoustic Coding (ATRAC) and MPEG videle$i.[DhiO5].

2.5 Image Compression

Is the application of data compression on digteages, in effect,
the objective is to reduce redundancy of the ingaga in order to be able
to store or transmit data in an efficient form. geacompression can be
lossy or lossless. Lossless compression is sometipreferred for
artificial images such as technical drawings, icamnscomics. This is
because lossy compression methods, especially wked at low bit
rates, introduce compression artifacts. Losslesapoession methods
may also be preferred for high value content, agmedical imagery or
Image scans made for archival purposes. Lossy methoe especially
suitable for natural images such as photos in egipdins where minor
(sometimes imperceptible) loss of fidelity is adedygbe to achieve a
substantial reduction in bit rate. Figure (2.1) whahe most popular

lossy and lossless methdadsld0O]
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Figure (2.1): The Most popular Image Compression Minods

Even with powerful computer systems (storage, ggsor power,

network bandwidth), such data amount cause exthegirecomputational

demands for managing the data. Fortunately, digitdéo contains a

great deal of redundancy. Thus it is suitable fampression, which can

reduce these problems significantly. Especiallysyoscompression

techniques deliver high compression ratios for @idata. However, one
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must keep in mind that there is always a tradebeffiveen data size
(therefore computational time) and quality. Theheigthe compression
ratio, the lower the size and the lower the qualitiie encoding and
decoding process itself also needs computatiosalrees, which have to
be taken into consideration. It makes no senseXample for a real-time
application with low bandwidth requirements, to @ess the video with
a computational expensive algorithm which takesléog to encode and
decode the data.

Compressed video may help to make the path alwddruch
clearer. If digital video signals could be procekse such a way as to
enable them to be economically recorded on compatet disks without
any apparent loss of quality, then the possibdifier editing, painting,
and animating would seem endless. Also, if digialeo could be
squeezed into the same bandwidth as that occupiedobventional
analog signals, viewers could receive guarantaaticstjuality pictures at
home. All of this and more is made possible usiramression
techniques[Dhi05]

2.7 Image and Video Compression Techniques

The following compression standards are the masowk
nowadays. Each of them is suited for specific ajapilons. In table (2.1)
the top entry is the lowest and last row is the tmesent standard. The

MPEG standards are the most widely used ones, wiiithe explained

in more details in the following sectiofiic03].
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Table (2.1) Popular Image and Video Standards

Standards Applications Bit Rate
JPEG Still image compression. Variable.
H.261 Video conferencing over ISDN. P X 64 kbl/s.

MPEG-1 Video on digital storage media (CD-ROM.) 1.5Mb/s.

MPEG-2 Digital Television. 2-20 Mb/s.
H.263 Video telephony over PSTN. 33.6-? kb/s.

MPEG-4 Object -based coding, synthetic content, Variable.

Interactivity
JPEG-2000 Improved still image compression Variable
H.264/ ,
MPEG-4 AVC Improved video compression 10’'s to
100’s kbl/s.

2.8 MPEG-1 Standard

The video compression technique developed by MBRE®Bvers
many applications from interactive systems on CDMRI the delivery
of video over telecommunications networks at 1.59db. The MPEG-1
video coding standard is thought to be genericsupport the wide range
of applications profiles a diversity of input paraers including flexible
picture size and frame rate can be specified byuser. The standard
video input consists of a non-interlaced videoymetformat. It should be
noted that by no means the application of MPEG-linted to this

constrained parameter §&ho02].
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The algorithms employed by MPEG-1 do not providessless
coding scheme, the main purpose of MPEG-1 videto isode moving
Image sequences or video signals. To achieve adagipression ratio,
both intraframe redundancy and interframe redungaskould be
exploited. This implies that it would not be eféat to code the video
signal with an intraframe coding scheme, such &GIFONn the other
hand, to satisfy the requirement of random access,have to use
intraframe coding from time to time. Therefore, tNPEG-1 video
algorithm is mainly based on DCT coding and interfe motion
compensation.

The DCT coding is used to remove the intraframeinedncy and
motion compensation is used to remove interfrantkuindancy. With
regard to input picture format, MPEG-I allows preggive pictures only,
but offers great flexibility in the size, up to 402 4095 pixels. However,
the coder itself is optimized to the extensivelgdirideo SIF picture
format. The SIF is a simple derivative of the CQ)R6G/ideo format for
digital television applications. According to CCIRG a color video
source has three components, a luminance compdqiygnand two
chrominance componentsy@nd G) which are in the 4:2:0 subsampling
format.

The MPEG coding algorithm is a full-motion-compatesl DCT
and Differential Pulse Code Modulation (DPCM) hybricoding
algorithm[Jas04]
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2.8.1 The Internal Structure of MPEG-1
Figure (2.2) illustrate the internal sturet of MPEG-1Dre03].

I Video sequence I

Sequence

. . . Sequence__-_ Sequence
header GOP I GOp I GOP s end code layer
ISE%Er Picture I Picture I Picture C. Picture Grouplge]la‘mnu'e

_ ile::;ggle Slice I Slice I Slice Slice Pll:;iie

hzlaiggr Macroblock I Macroblock I R ‘ Macroblock f’rgz‘:

MELC;ES[);?CK Block 0 I Block 1 I Block 2 | Block 3 ‘ Block 4 ‘ Block 5 Magroblock

layer

____Differential o - N
DC coefficient | YLC T | VLC run . end of block

Block
layer

Figure (2.2) MPEG-1 structures

2.8.2 Group of Pictures (GOP)

Each GOP may include three types of pagtur frames: intracoded
() picture or frame, predictive-coded (P) pictue frame, and
bidirectionally predictive-coded (B) picture or rina.

I-pictures are coded by intraframe techniques ,onith no need
for previous information, in other words, I-pictarare self-sufficient.

they are used as anchors for forward and/or backmadiction.
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P-pictures are coded using one-directional motimmuensated
prediction from a previous anchor frame, which doloé either an | or a
P-picture. The distance between two nearest |-fsaisi¢he size of GOP
and denoted by N and the distance between twonkefteenoted by M, A
larger number of N and M will increase the codirgfprmance but cause
error propagation or drift.

(Figure 2.3) shows the GOP and forward motiommensation
and backward motion compensati¢dsh04].
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Backward motion
— .
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Figure (2.3) GOP

Usually, N is chosen from 12 to 15 and M from Bto

2.8.3 Slices

Regardless of the type of picture, each one bmayivided into
slices; each slice consists of several macrobl@d&s). There is no rule
to decide the slice size. A slice could contaimadicroblocks in a row of
a frame or all macroblocks of a frame. SmalleresBze is favorable for

the purpose of error resilience, but will decrees@ing performance due
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to higher overhead, Figure (2.4) shows a numbeslioés in the picture
[Dre03].

i

Figure 2.4 Slices in the picture

2.8.4 Macroblock

A macroblock contains a 16 x 16 Y component andtialby
corresponding 8 x 8 LCand G components. A macroblock has four
luminance blocks and two chrominance blocks (f@:@sampling) and
the macroblock is also the basic unit of adaptiwangization and motion
compensation. Each block contains 8 x 8 pixels awviich the DCT
operation is performedp exploit the temporal redundancy in the video
sequence, the motion vector for each macroblodsignated from two
original luminance pictures using a block-matchiatpgorithm. The
criterion for the best match between the currentrof@lock and a
macroblock in the anchor frame is the minimum measolute error.

Once the motion vector for each macroblock is estwah, pixel values for
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the target macroblock can be predicted from thevipusly decoded
frame. All macroblocks in the I-frame are codedintramode with no
motion compensation. Macroblocks in P- and B-fraceas be coded in
several modes. Among the modes are intracoded raedcoded with
motion compensation. This decision is made by meelection. Most
encoders depend on values of predicted differetacesmke this decision.
Within each slice, the values of motion vectors &Il values of each

macroblock are coded using DPGWho02].

2.8.5 Reordering Pictures in MPEG-1.

The encoding order is different from the displagiearin MPEG-1
pictures, the input sequence has to be reorderederficoding. For
example, the GOP size =10, and the distance betweemearest P
frames =3, the display order and encoding ordefaarghown in Figure
(2.5)

It should be noted that in the encoding ordendhe bitstream the
first frame in a GOP is always an I-picture. In thsplay order the first
frame can be either an I-picture or the first Btyie of the consecutive

series of B-pictureprun99].
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» Time

g

e dred

Display order I B B P B B P B B I

Coding and
transmission order I p B B P B B I B B

Figure (2.5) Frame Display order

2.8.6 Motion Compensation of MPEG-1

The MPEG-I video compression technique uses motion
compensation to remove the interframe redundan¢ye doncept of
motion compensation is based on the estimationatifom between video
frames. The fundamental model that is used asstim¢s translational
motion can approximate the motion of a block. Ifedéments in a video
scene are approximately spatially displaced, theamdetween frames'
can be described by a limited number of motion patars. In other
words, the motion can be described by motion vecfor translatory
motion of pixels. Since the spatial correlationvie#n adjacent pixels is
usually very high, it is not necessary to transmittion information for
each coded image pixel. This would be too expenane the coder
would never be able to reach a high compressioo. rehe MPEG video

uses the macroblock structui@ motion compensation; i.e., for each 16
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X 16 macroblock only one or sometimes two motiorcters are
transmitted The motion vectors for any block are found withisearch
window that can be up to 512 pixels in each diogctAlso, the matching
can be done at half-pixel accuracy where the hakipvalues are
computed by averaging the full-pixel values. Fig(#&) shows half and

full pixel locations[Yun99].

+ + 4+

-+ Full Pixel locations

-+ + -+ Half Pixel locations

+ 4+ o+

Figure 2.6 Half pixel locations

For interframe coding, the prediction differencgserror images
are coded and transmitted with motion informatidr2-D DCT is used
for coding both the intraframe pixels and the prade error pixels. For P
frame, each macroblock (MB) of the target P-framessigned a best

matching MB from the previously coded | or P franffegure 2.7).
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Previous frame Target frame Next frame

=i

Figure (2.7) Prediction belong to P frame

For B frames, each MB from a B-frame will have tqtwo
motion vectors (MVs) (one from the forward and drmen the backward
prediction), If matching in both directions is sassful, then two MVs
will be sent and the two corresponding matching Mi#Be averaged
(indicated by %) before comparing to the target KB generating the
prediction error, If an acceptable match can badomn only one of the
reference frames, then only one MV and its corredpa MB will be
used from either the forward or backward predicti@nshown in figure
(2.8) [Dre03].
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Previous reference frame Target frame Future reference frame
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Motion vectors —| Entropy coding

l

0011101...

Figure (2.8) prediction belong to B frame

Three steps in motion compensation are listed belawnore details:

» Frame Segmentation The actual frame is divided into
nonoverlapping blocks (macro blocks), the smalher block sizes
are chosen, the more vectors need to be calculdtedylock size
therefore is a critical factor in terms of time foemance, but also
in terms of quality: if the blocks are too largeg tmotion matching
Is most likely less correlated. If the blocks ao® tsmall, it is
probably, that the algorithm will try to match n@idMPEG uses

usually block sizes of 16x16 pixels.
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» Search Threshold In order to minimize the number of expensive
motion estimation calculations, they are only ckted if the
difference between two blocks at the same posiidnigher than a

threshold, otherwise the whole block is transmitted

* Block Matching: In general block matching tries, to “stitch
together” an actual predicted frame by using bldokm previous
frames, the process of block matching is the most tonsuming
one during encoding. In order to find a matchingchkl each block
of the current frame is compared with a past frantkin a search
area, only the luminance information is used to gama the
blocks, but obviously the color information will ligcluded in the
encoding. The search area is a critical factortlierquality of the
matching. It is more likely that the algorithm fsxca matching
block, if it searches a larger area. Obviouslyrbhenber of search
operations increases quadratically, when extentthagearch area.
Therefore too large search areas slow down thedemggrocess
dramatically. To reduce these problems often regtkm search
areas are used, which take into account, that dvaiakr movements

are more likely than vertical on@dic06].

2.8.7 The Goal Factors in Motion Compensation

Most of the research works have been concentrategptmizing
the block-based motion compensation technique hasdemand for real
time video applications (like video recording, vadeonferencing, video
phone, etc) the needs for video coding had beewrgrd-ast video
encoding with good compression ratio as well ak kignal to noise ratio

Is highly essential. Good compression ratio meadsacing the size of the
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coded video with little degradation of quality. Nt compensation is
exactly a technique designed to achieve good caajme ratio in video
compression. However, speed and quality are often d¢ontradicting

goals. Nowadays, researchers are still activelyestigating for an
optimum trade-off between these two factors. Mosttlee motion

proposed estimation algorithms tends to bias towspeked by sacrificing
visual qualityjMoh99].

2.9 Fibonacci LFSRs Encryption Algorithm
A 16-bit Fibonacci Left Shift Register (LFSR), themyister cycles

through the maximal number of 65535 states excluthe all-zeroes

State.

Figure (2.14) Fibonacci LFSRs

The list of the bits' positions that affect the nstate is called the
tap sequence, In the figure (2.15) the sequenfdbisi4, 13, 11, and 0]
The taps are XOR'd sequentially with the output drah feed back into
the leftmost bit, so the sequence of numbers gty an LFSR can be

considered a binary numeral system just as validGas/ code or the
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natural binary code. A maximal LFSR produces arequsnce (i.e.
cycles through all possiblé 2 1 states within the shift register except the
state where all bits are zero), unless it contalhgeros, in which case it

will never change

The tap sequence of an LFSR can be representepagreomial
mod 2. This means that the coefficients of the pohgial must be 1's or
O's. This is called the feedback polynomial or eb#aristic polynomial.
For example, if the taps are at the 16th, 14thh E8td 11th bits (as

shown), the feedback polynomial is:
x16+xl4+x13+xll+1

The 'one' in the polynomial does not correspondcattap - it
corresponds to the input to the first bit (i.8. which is equivalent to 1).
The powers of the terms represent the tappedduaitsyting from the left.
The first and last bits are always connected asimput and tap

respectively[Bru94]
Table (2.2) Feedback polynomial

Bits Feedback polynomial Period

n 2'-1
4 X+xd+1 15
5 XC+x3+1 31
6 XC+x°+1 63
7 x"+x0+1 127
8 xX+xP+x°+x*+1 255
9 X+xC+1 511
10 xP+x"+1 1023
11 xM+x¥+1 2047

12 x2+x?+x%+x*+1 4095
13 xBE+xP+xM+x®+1 8191
14 xM+xB+x2+x*+1 16383
15 xXPHxM+1 32767
16 x*®+xM +x +xM + 1 65535
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It should be noted that LFSRs can be implementeldardware,
and this makes them useful in applications thatuireqvery fast
generation of a pseudo-random sequence, suchext-dequence spread
spectrum radio, Itan generate an extremely long sequence whiche&an b
used to encrypt valuable information, for example dombining bits
from the LFSR with information bits in an XOR gaféhe resulting bit
stream can only be decrypted by a receiver equippdid the same
LFSR, starting at the same state. Although an legtamight know or
discover the LFSR construction, as long as thdistpstate is kept as a

secret key the attacker confronts a monstrous lsgaoblem.

2.10 Galois Encryption Algorithm

Is an alternate structure that can genethte same output
sequences as a conventional LFSR. In the Galoisgemation, when the
system is clocked, bits that are not taps areeshidis normal to the next
flip-flop. The taps, on the other hand, are XORithwhe new output,
which also becomes the new input. These won't ifeedhin until the
next clock cycle.

Figure (2.15) Galois Method
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Galois LFSRs do not concatenate every tap to pethe new
input (the XOR'ing is done within the LFSR and nORX gates are
run in serial, therefore the propagation timesradeiced to that of
one XOR rather than a whole chain), thus it is fsgor each tap
to be computed in parallel, increasing the speesketution, Also
In a software implementation of an LFSR, the Galois is more
efficient as the XOR operations can be implemertegord at a

time: only the output bit must be examined indivatiy

The repeating sequence of states of an LFSR alibwes be
used as a divider, or as a counter when a nonybseguence is
acceptable as is often the case where computex iodé&aming
locations need to be machine-readable. LFSR cauntave
simpler feedback logic than natural binary countar&ray code
counters, and therefore can operate at higher chitels. However
it is necessary to ensure that the LFSR never merall-zeros
state, for example by presetting it at start-u@ng other state in
the sequence. The table of primitive polynomial®veh how
LFSR's can be arranged in Fibonacci or Galois feomgive
maximal periods. One can obtain any other perioadying to an
LFSR that has a longer period some logic that shertthe

sequence by skipping some state(s), e.g. as tadulajBru94]
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Abbreviations

Meaning

AES Advanced Encryption Standard
ATRAC Adaptive Transform Acoustic Coding
AV Audio and Visual data
CREA Chaotic Run-length Encryption Algorithm
CVES Chaotic Video Encryption Scheme
DCT Discrete Cosine Transforms
DES Data Encryption Standard
DPCM Differential Pulse Code M odulation
FPS Frame Per Second
GOP Group Of Pictures
HDTV High-Definition TeleVision
IDEA Inter national Data Encryption Algorithm
IEC International Electrotechnical Commission
1SO International Organization for Standardization
JPEG Joint Pictures Expert Group
JTC Joint Technical Committee
LFSR L eft Shift Register
MB MacroBlocks
MPEG Moving Picture Expert Group
M SE Mean Square Error
MV Motion Vector
NTSC National Television System Committee

PAL

Phase Alternating Line
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PSNR Peak to Signal Noise Ratio
RGB Read Green Blue
SECSC Security-Enhanced Chaotic Stream Cipher
SIF Sour ce I nput Format
VCR Video Cassette Recorder
VLC Variable Length Code
XML Extensible Markup Language
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