CHAPTER FIVE

Conclusions and Suggestions

5.1 Conclusions
During the design, implementation and test pha$dhi® research
project, a lot of remarks have been issued; tHeviahg are some of them:

1. The proposed system concerned with monitoring treresl resource
sharing, this requires continual monitoring of heets that involved in
the resource sharing processes. In this thesiadtbeen shown that
ports 139 NetBIOS and 445, (which are part of thespused in TCP/IP
protocol suite) are indicated for accessing shalesl

2. Monitoring ports 139 NetBIOS and 445 requires ttre process of
climbing the stack of TCP/IP protocol suite beguonf the internet
layer, that is by capturing the network traffic tihat layer (i.e. IP
packets).

3. Not all the captured packets are relevant to filaggess events, so a
packet filtering system is needed to filter out themnecessary packets.
Packets filtering is applied on the captured packetfilter only those
involved with ports 139 and 445. Checking the pamtshis work is a
sort of monitoring that based of signature typee¢drally, the port
signature).

4. Not all packets belong to ports 139 and 445 arelesén monitoring
unit, only some of them are used to serve the mong process in the
proposed system.

5. The number of relevant packets depends on theenafuhe user access
(i.e., if a user’'s access to network resourcesas®d, then the number

of transmitted packets will increase also, andhé &ccess type is copy
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and deal with large files or folders, then the nembf associated

packets will increase).

6. Indexing a large number of folders and files takesgnificant space in

memory, and it needs few minutes in the initial@atstage. Since, the

monitoring unit concerns only with shared resoursesit is necessary

to index only the shared folders and files to redtie space and time

requirements of the indexing process.

5.2 Suggestions for Future Work

In the following some suggestions for future wonle a@jiven to

enhance the proposed monitoring and make it méeetefe:

1.

Develop the network monitoring system to be capablemake

defense against threats directed to filing systeynusing back up
mechanism to retrieve the deleted or modified files

Develop the network monitoring system to be cap#ablgrevent the
filing system from unauthorized users’ accesses @mample

imposing some controls on the attributes of syditss and change
their attributes to be read only).

Using some dynamic and evolutionary systems to owgprthe

monitoring process, for example we can use newaark, because
it is capable to be trained on user's actions omeands.

Enhance the files indexing system by decreasinge¢qaired time

for indexing all folders.

Develop the network monitoring system to be capabletrieve any
report for any user at any time, by design anddbaih archive

system.
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CHAPTER FOUR
PERFORMANCE TEST RESULTS

4.1 Introduction

This chapter is dedicated to present the resultseotonducted tests
to evaluate the performance of the proposed mangamit. The tests have
been performed to evaluate the performance of mong for all
considered types of file/folder access (i.e., R&&dte, Copy, and Delete
accesses). The measure used in these tests exgtiesd time for detecting
and assigning each access when the host storaga eredloaded with
different numbers of files and folders.

Also, in this chapter the results of testing thefgenance of
administration unit's components (i.e., index fijiaystem and rules editor)

are presented.

4.2 The Test Results of Monitoring Unit

In this section, the number of captured packets mgmutes are
measured to show the strength of the implemenliedifig mechanism.

When clients’ machine turn on and start establghtonnections
with server, the monitoring unit should start caipiy all the incoming to
server, some test conducted for few minutes toskexamples, to show the
ratio between the relevant packets to all tranguhitackets . In Table (4.1),
the field “monitoring time” means the run time of the established
monitoring unit, the field Total packets numberiefers to the number of
packets that captured during the monitoring timieilevthe field ‘felevant
packets numberindicate for the number of packets passed through f
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modules’ of the established monitoring unit, thag aelevant to the
proposed monitoring system.

As shown in Table (4.1), the monitoring time wasetaaround to 5
minutes, while the total number of all capturedkeds was noticed varies
in a wide range packets because it depends onuimbar of logged on

users using network resources.

Table (4.1) The relevant number of packets and the  corresponding total

number of transmitted packets

Monitored Time Total Number of Relevant Packets Number
(minute) Captured Packets(packet) (packet)
4.83 3969 16
5.12 1348152 5
4.80 7267 35
511 3429 42

In Table (4.1), one can seen that the number ofucagrelevant
packetsdoesn’t depend ototal number of captured packefer example,
when the total number of captured packets is 1328k the relevant
packets are 5 (% 0.0004). In other example, thed tmimber of captured
packets is 3429 while the relevant packets are%21(2). These small
relative ratios of relevant packets refers to thgpartance of packet’s
filtering stage that applied on the captured pagkidtis reduce can led to
stable performance of other system’s modules.

4.2.1 Testing Versus Read and Write Accesses

Read access event occur when a client tries tosacgmme shared

folders or files. While the Write access even oosten a client tries to
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access one of the storage network resources te wmitany file, even if
write access is denied by the server machine.

When a client wants to open any file from sharesbuweces, all
folders exist in area defined by file’s path mustdxcessed by that user.
The proposed monitoring unit refers to Read acedssn a client had
opened these folders, while when he opened tharfitetries to update, the
proposed monitoring unit registers a write accesgsewas occurred.

The established monitoring unit was implementedven different
machines. Table (4.2) shows the properties of thesehines, while Table
(4.3) shows the test results of Read and Writeesses to network

resources.

Table (4.2) The hardware features of the used two d ifferent machine

Machine Name Machine Features
Computer 1 Intel (R), Celeron (R), 1.4 GHz proces480 MB RAM
Computer 2 Intel (R), Celeron (R), 1.73 GHz prooess04 MB RAM

In Table (4.3) three keys are considered; type of file, size of file, and
the time. Time field refers to required time in applies five mbeki

monitoring unit on some packets for read and vadeess.

Table (4.3) The test results of READ & WRITE access

Time in Computer 1 Timein Computer 2

File File File

: (milliseconds) (milliseconds)
Name | Type Size

Read | Write | Copy | Delete | Read | Write | Copy | Delete
Filel | HTML | 2 KB 1 3 o* 0* 16 0* 0* 0*

File2 | HTML | 73KB | O* | 16 | O* o* 3 o* | O* o*
File3| PDF | 421KB| 1 o* | O o* o* | o | O* o*

* zero (0) indicate the measured time is not sigaiit (it is less than 0.5 millisecond)
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4.2.2 The Test Results of Copy Access

This section illustrates the evaluation of timettrequired to apply
the five modules of monitoring unit on copy accease by such a client.
As shown in Table (4.4), computer 1 and computere two different
machines and their properties are listed in Tabl2)(

The monitoring unit doesn’t need take a signifidame if the copied
folder is empty or has a small size, or containalsamount of subfolders
and files. But if the number of copied subfoldensl diles is high or their

sizes are large then the time required for applyoogy action will
increased.

Table (4.4) The results of tests conducted on COPY  access

S Folder . Timein Computer 1 Timein Computer 2
Narme (wdggléser s (milliseconds) (milliseconds)
/ files) Read | Write | Copy | Delete | Read | Write | Copy | Delete
Folderl Empty 0 0* o* 0* o* 0* 0* o* 0*
Folder2 0/1 1.5 MB 0* o* o* 0* 0* 0* o* 0*

Folder3 1/111 105MB 0* 0* 16 0* 0* 0* 16 0*
Folder4| 3200/439 294MB o* o0* 15 0* 0* 0* 16 0*
Folder5 2/22 1.3GB 0* 0* 31 0* 0* 0* 15 0*
Folder6 1/48 1.7 GB o* 0* 94 0* 0* 0* 16 0*

* zero (0) indicate the measured time is not sigaiit (it is less than 0.5 millisecond)

4.2.3 The Test Results of Delete Access

Table (4.5) shows the time test result for deletesas, the properties
of computer 1 and computer 2 are shows in Tab®.(4.

In delete access, the five modules’ of the momtpunit needed 1-2

milliseconds when applied on computer 2, while tinegded more time
when they applied on computer 1.
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Table (4.5) The test results of DELETE access

Folder Detail Time in Computer 1 Timein Computer 2
. Sub/ File Size (milliseconds) (milliseconds)
files Read | Write | Copy | Delete | Read | Write | Copy | Delete

Folderl Empty 0 0* o* 0* o* 0* 0* o* 0*
Folder2 0/1 1.5 MB 0* o* 0* 0* 0* 0* o* 0*
Folder3 0/195 238MB 0* 0* o* 16 0* 0* 0* 2
Folder4| 100/790 MB o* 0* o* 2 0* 0* o* 1
File 1 - 4.7 MB 0* 0* o* 0* 0* 0* 0* o*
File 2 - 56.8 MB o* (0 o* o* 0* o* (0 o*

* zero (0) indicate the measured time is not sigaiit (it is less than 0.5 millisecond)

4.3 The Test Results of Administration Unit

In this section the results of the conducted téstevaluate the
performance of the components of administrationt'sin(i.e., filing
indexing module and rules editor modules) are dised.

The administration unit is installed and works a@rver machine.
Therefore, in the test four different machines haeen used as server

machine, the properties of these machines arérdlies! in Table (4.6).

Table (4.6) The hardware features of the used serve r machines

Machine Name Machine Features

Computer 1 Intel (R), Celeron (R), 1.4 GHz proces480 MB RAM
Computer 2 Intel (R), Celeron (R), 1.73 GHz prooess04 MB RAM
Computer 3 Intel (R), Pentium (R), 3.00 GHz prooess04 MB RAM
Computer 4 Intel (R), Pentium (R), 3.00 GHz prooes$.9 GB RAM

4.3.1 The Test Results of Files Indexing Module

The files indexing module was used in three waiyst, fthis module

was applied for indexing all folders and files whiare exist on the shared
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storage resources of the machine. Second, it wex fos indexing folders
only and ignores files. Third, this module was usadndexing the shared
folders only and ignores other folders.

The file indexing module was applied on four diffiet machines,
their names and HW features are listed in Tablé) (4 able (4.7) shows
the number of folders and files exit on the haskdif each server machine.
Also, this table illustrates the time taken by éhmns: (1) indexing all
folders and files, (2) indexing folders only, ar{8) indexing the shared
folders only. The needed time to index folders ischnless than the time
needed to index folders and files, while the indgxof shared folders had
elapsed the shortest time.

The volume of the overhead (i.e., indexing infonmat needed for
indexing all folders was 16.3 MB, while for indegiall files was 81.5 MB.

Table (4.7) The test result of index filing module

Machine I ndex Folders Files Time Size
Name Types Number Number (minutes) (MB)
Computer 1| Folders & Files 6596 85817 3.25 97.8
Computer 1 Folders 6596 - 0.17 16.3
Computer 1] Shared Folders 267 - 0.020 16.3
Computer 2| Folders & Files 3553 58862 1.43 97.8
Computer 2 Folders 3553 - 0.49 16.3
Computer 2| Shared Folders 9 - 0.07 16.3
Computer 3| Folders & Files 4825 49587 2.08 97.8
Computer 3 Folders 4825 - 0.52 16.3
Computer 3| Shared Folders 10 - 0.051 16.3
Computer 4| Folders & Files 4125 50136 1.90 97.8
Computer 4 Folders 4125 - 0.18 16.3
Computer 4| Shared Folders 15 - 0.0002 16.3
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4.3.2 The Test Results of the Rules Editor Module
Rules editor module consists of two main sub madles., add

rules and modify rules). Table (4.8) shows the testilts of the “add rules”
sub module. This sub module was applied on the $ewver machine in
two different ways, in the first way it was applied all folders exist in the
hard disk, while in the second test it was apptiedhe shared folders only.
In the two cases, the rules editor modules (addsruinodify rules) had
consumed 15.3 MB from size of server's hard diskregistered the

required overhead information.

Table (4.8) The test results of add rules module

Machine Folders Folders Time
Name Types Number | (minutes)
Computer 1 All folders 6596 3.49
Computer 1 | Shared foldefs 267 0.016
Computer 2 All folders 3553 1.48
Computer 2 | Shared folder 9 0.010
Computer 3 All folders 3561 1.26
Computer 3 | Shared folder 10 0.018
Computer 4 All folders 4125 3.11
Computer 4 | Shared folder 15 0.003

The clients always tries to access the shared dextanbut the
number of shared documents varies from client taleer, for example the
administrator may permit a client to access sont@efs, while he may
permit all folders to other clients.

Table (4.9) shows the test results of the “modifies” sub module.
One can see that this sub module was applied ofotleserver machines

in two different ways, like “add rules” sub module.

93



Chapter Four

Performance Test Results

Table (4.9) The test results of “modify rules” modu le

Machine Folders Folders Time

Name Types Number | (minutes)
Computer 1 All folders 6596 2.662
Computer 1 | Shared foldefs 267 0.014
Computer 2 All folders 3553 0.90
Computer 2 | Shared folder 9 0.011
Computer 3 All folders 4825 0.92
Computer 3 | Shared folder 10 0.026
Computer 4 All folders 4125 3.1
Computer 4 | Shared folder 15 0.004

From test results listed in Tables (4.8) and (4it9¢an be noticed
that the time required to scan the list of shaotdefrs is much less than the
time required scanning the list of all folders hessathe number of shared
folders is less than the number of all folders. Seheesults indicate the
importance of applying the administration unit tarmage the lists of shared
modules and files exclusively, in order to minimizbe overall

management time taken by the administration unit.

4.4 Final Reports

Figure (4.1) shows the final report of userl. Tteport contains
source IPanddestination IPwhich are extracted from IP headsource
port and destination portextracted from TCP headetype of access
extracted from CIFS headefile name and file path extracted from
NTCreate_andX and Deletedirectory headefame and Date fields
represent the time and date of user access, frolwhvwthe administrator

know when users are access to the shared resoiifoegacket database
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for each client compared with rules database taddewhich access is

allowed and which is not. Finally the output ilikeged inPermissiorfield.
Figure (4.2) shows the report of user2, while Feg(#.3) shows the

report of user3. Figure (4.4) shows the generabnteywhich contains the

accesses of userl, user2 and user3.
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CHAPTER ONE
GENERAL INTRODUCTION

1.1 Introduction

The world of computers has changed dramatically tdve past three
decades. Before twenty-five years ago, most compwiere centralized
and managed by data centers, computers were kdptked rooms and
staffs of people made sure they were carefully madaand physically
secured. Links outside a site were unusual. Comseieurity threats were
rare, and they were basically concerned with insidauthorized users,
accounts misuse, theft and vandalism, and so foltese threats were well
understood and dealt with using standard preventemhniques (like,
computers behind locked doors, and accounting lareaources). While
computing in the 1990's, and after, is radicallfjedent. Many systems are
in private offices and labs, and they often manabggdindividuals or
persons employed outside a computer center. Mgstgrss are connected
into the Internet, and from there around the world.

Security threats are different today. The advisag "don't write
your password down and put it in your desk" somemag find it. With
world-wide Internet connections, someone couldiget such system from
the other side of the world and steal the passwotide middle of the night
when the building is locked up. Viruses and wormas te passed from
machine to machine. The Internet allows the eleatrequivalent of the
thief who looks for open windows and doors, noweaxspn can check
hundreds of machines for vulnerabilities in a feuts.

System administrators and decision makers haventierstand the

security threats that exist, what the risk and afsh problem would be,
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and what kind of action they want to take (if attyprevent and respond to
security threats. [RFC1244]

From a day-to-day perspective, network administsaémd operators
want assurance that the equipment they have depleyeehaving properly.
They wish to know when the use of the network cleangequiring new
hardware, or configuration changes on existing Wward. Although this
information may be available from the hardware pids themselves,
network monitoring software provides flexibility tahe network
administrator and the opportunity to verify thae thardware is reporting
properly. Administrators and operators also wantettsure that their
networks are not being used for nefarious purpaseswvork monitoring
provides a window onto network use, possibly ramgalmalicious
outsiders who have exploited one or more hosts hen rtetwork, or
authorized insiders using the network for unauttemtipurposes. [HUGO6]

At (1990) [SHEOQO7] a network monitoring system cdllf®Network
System Monitor (NSM) “ was developed in UniversafyCalifornia. NSM
was established to run on a SUN UNIX workstatidhsas the first foray
into monitoring network traffic, which uses traffiata as the primary data
source. Before this time, most intrusion detectgystems utilize the
information extracted from operating system audgils or keystroke
monitors [HER9QO].

Intrusion Detection Systems (IDS) are an importamiponent to
protect computer systems and networks from abusidodgh intrusion
detection technology is immature and should notcbasidered as a
complete defense, it can play a significant role awerall security
architecture. When an IDS is properly deployed;aih provide warnings
indicating that a system is under attack, evehafdystem is not vulnerable

to the specific attack. These warnings can helprsusdter their
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installation’s defensive posture to increase rasist to attack. In addition,
an IDS can serve to confirm secure configuratiod aperation of other

security mechanisms such as firewalls [MCHOQ].

1.2 Related Work

= Molina 2001 [MOLO1]: He had implemented an auditory intrusion
detection system (IDS) which is based on an olgamid approach (i.e.,
using integrity checking system), inside the auddther IDS can be
implemented. The auditor could sniff the traffispilmg by the Ethernet
card and alert the machine when detects some posshbwork attacks.
To ensure and check the integrity of the file systéwo approaches
have been followed; the first approach is to creatgecure database,
which is usually composed of hashes of the impoffiles, the second
approach is to create digital signatures of sesmsitlata (such as

executable files) using public keys.

= Ali 2003 [ALIO3]: He hadbuilt an intrusion detection system using full
packet monitoring technique to detect both knowa aew attacks. The
most fundamental elements that need to be exanulueiehg traffic
monitoring and analysis are source and destindcaddress, TCP and
UDP traffic, ICMP traffic.

» Mustafa 2003 [MUSO03]:He had designed a system to detect intrusions
caused by intrudes in network based system, th@opsml system
captures packet in the network and analyze thewhexk if they are
normal or abnormal. The analysis combines anomalg misuse
Intrusion Detection to detect more kinds of intamsi Anomaly

detection was done by using back propagation newg@bork to learn
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the normal network traffic in order to detect thenarmal traffic.
Misuse detection matches the current traffic wittvesal attack

signatures.

» Viipuri 2004 [VII04]: He had introduced a packet monitoring system
with free packet capture and analysis softwarewlit traffic was
analyzed in a core network consisting of multipirg and exit points,
which have been called points of presence (PoR)h PaP was fitted
with a traffic monitoring device listening on atldoming and outgoing

packets to and from the network.

» Pande 2005 [PANO5]:He had introduced a network monitoring tool,
called PickPacket, that handles the conflictinguess of network
monitoring and privacy through its judicious us&kPacket has four
components: (1) PickPacket configuration file gatmrfor assisting the
user in setting up the parameters for capturingketac (2) PickPacket
packet filter for capturing packets, (3) PickPackest-processor for
analyzing packets, and (4) PickPacket data viewershowing the

captured data to the user.

= Abed 2006 [ABEOG6]: He had established a system calléow Level
Security” aim to protect NetBIOS by using firewall to deny all
external incoming requests from unauthorized ufeas try to access
ports (137 UDP, 138 UDP, 139 TCP) through LAN, suetjuests may
try to see or damage the private information anthatsame time they
may allow the passage of other incoming requesta futhorized user.
The proposed system uses packets filtering angditeéechnology. The
objective of this proposed NetBIOS firewall syst&nto protect the

shared resources and information from unauthonssgt who wants to
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see or damages the private information or shacenmdtion. The system
apply a fixed set of rules on the incoming packetlétermine whether
they will be allowed to pass or not, these ruleslased on comparing
the IP address and port number of the source astthdgon with those

authorized IP, and port numbers listed in a table.

» Hughes 2006 [HUGO6]:He focused on parsing application streams
using standard parsing methods. Also, he proposeddchine-readable
grammar for specifying stream protocols, and deyedo a parser
generator to build parsers for network monitorse phoposed grammar
is compatible with the grammar used to describeettigting protocols.

In order to convert the existing specificationshte proposed format the
researcher suggested that a network analyzer slkeboild the protocol

stack from the physical and transport layers tcatiy@ication layer.

1.3 Aim of Thesis

The aim of this research is to design and builcevark security
monitoring system which monitors all login usersaiiocal area network
and make security evaluation to their access ta#teork filing system.
Also it is concerned with building a dedicated fitelexing system which is
required to check the users’ authentication. Usaughentication is one of
the more common security mechanisms; it requirdsidg the allowed
privileges for each user, by which the user carsgthe network storage
media. These rules are specified by the admingstrathich has the
privilege to manage the whole system, and recerepsrts about any
violation issued by one or more of the users. Fiitnmse reports the

administrator can recognize and assess the intrisvel.
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1.4 Thesis Layout

The remaining part of this thesis consists of ichapters:
» Chapter Two entitle “Network Protocols and Security’

This chapter is concerned with the definition oftwark
models, Transport Control Protocol/ Internet Prot@@ CP/IP) suite,
and its important protocols, specifically Serverdsigge Block (SMB)
protocol and Common Internet File System (CIFS)}quol. Also,
some related topics in security and network secani¢ defined. At
the end of this chapter, the filing systems (itpety, its access

controls) are given.

» Chapter Three entitle “Network Security Monitoring System
Design”

This chapter introduces the design and implememtatieps

of the proposed network monitoring system. Alscthis chapter

the established indexing system for the sharesd iE@resented.

» Chapter Four entitle “Performance Test Results “
This chapter introduces the results of tests tdueta the

performance of the proposed network monitoringesyst

» Chapter Five entitle “Conclusions and Suggestioris
This chapter introduces the derived conclusionsd an

suggestions for future works are given.
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CHAPTER TWO
NETWORK PROTOCOLS AND SECURITY

2.1 Network Fundamentals

A computer network is an interconnected system ahputing
devices that provides shared economical accessongpuwer services.
Networks are important since they provide severahefits (such as
resource sharing, saving money, etc).

Networks can be divided into Local Area NetworksAKs),
Metropolitan Area Networks (MANSs), and Wide AreatiNerk (WANS).
Each network type has its own characteristic, teldgies, and speeds.
LANs cover a building and operate at high speed&N&Icover a city (for
example, the cable television system). WANs cowaméry or continent.
LANs and MANs are unswitched (i.e., do not havetem); WANs are
switched. Networks can be interconnected to fort@rimetworks [TANO3].

Communication between computers in a network can be
accomplished in two important fashions: (1) a boaetl fashion where
systems transmit in general to the media accesgibll other systems,
Figure (2.1) shows the two most common topologesd in a broadcast

networks, and (2) a point-to—point fashion wherehesystem transmits to

Q
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(@) (b)

Fig. (2.1) Broadcast network topologies: (a) Ring, (b) Bus.
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another specific system, Figure (2.2) depicts ti@otopologies found in

point-to-point networks [FIS00].

(@) (b)

Fig. (2.2) Point-to-Point topologies: (a) Ring, (b) Star.

2.2 Network Models

A Network model is a protocol suite reflects thesida or
architecture to accomplished communication betwedierent systems.
Any network model usually consists of layers. Edayer of the model
represents specific functionality [HelOO].

There are two important network models: (1) Intéomal Standard
Organization/ Open System Interconnection (ISO/O&bdel and (2)
Transmission Control Protocol/Internet Protocol PTI®) model. The
Protocols associated with ISO/OSI model are ramslyd any more while
the protocols of the TCP/IP model are widely us@é&NO03]. TCP/IP
works in a very similar manner to OSI model in titatakes a layered
approach to provide network services [HelOO].

The OSI has 7-layers, each layer is build uponldier below it to
standardize and simplify communication between th@éanceptually, each
layer is designed to provide specific servicesh® fayer above it. This
effectively hides the details of communication bedw lower level layers
and the upper levels, and it serves to modulaheeprotocols for each

layer. Also the purpose is using layers to createravironment where each



Chapter Two Network Protocols and Security

layer on a system communicates with the same layemother system by
using the protocol that developed for that layeaclt subsequent lower
level takes the information passed to it from #eel above, and formats it
to meet its protocol needs before sending it aldhgure (2.3) illustrates
this process. In this figure, a seven layer mosl@lssumed. Data to be sent
Is created at layer 7 of the source host and sefay/ér 7 of the destination
host. The message only needs to be formatted a&r lAyand is then passed

to the next level.

Application Layer (data)

Presentation Layer Header

Session Layer Header

Transport Layer Header

Network L ayer
Header

DataLink
Header and Tailer

Source Physical Media Destination

Fig. (2.3) Packaging of data in layers

It is possible at any of these layers that the agssnay need to be
divided into different parts. At each layer a hgaatetailer may be attached
to the message. If the message is split, eachopoidi treated as its own
entity by all layers below the split. Each portimay then receive its own

header. As the message is received at the deshrfabist, it is passed back
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up through the layers. Each layer strips off itadex, and if the message
had been split into separate parts then the |@gssembles it.

The standard model of layered network architectsréhe 7-layer
International Standard Organization (ISO) Open &yst Interconnections
(OSI) Reference Model. The lowest layer of this elod called the
Physical Layer, this layer is concerned with the actual transraissf raw
binary bits across a transmission medium. Lay@aRedData Link layer,
is designed to take the raw bits that have beersitnated and turn them
into what appears to be an error-free line. Thet feyer is theNetwork
Layer; this layer is concerned with controlling the sebrThe key issue at
this layer is routing. Th&ransport Layer is the fourth layer whose purpose
Is to provide transmission services to the higlerells without being
concerned about cost-effective data transfer.dtss insures that all pieces
are received correctly. The fifth layer is t8ession Layer which provides
away for higher level entities to establish syndmwed dialogue (sessions).
The sixth layer,Presentation Layer, provides certain services that are
frequently used by the seventh layer. The highegel] layer 7, is the
Application Layer which is concerned with a number of different poats.

In practice, the entire OSI model is not implemdnt&éhe most
common layered set of protocols in use is TCP/IResaf protocols.
TCP/IP works in a very similar manner to the OSldelan that it takes a
layered approach to providing network services.hHager in the TCP/IP
model communicates with the layers above and bélowthe same way
that the layers in the OSI model do [FISOQ].

2.3 The TCP/IP Internet Layering Model [COM95]

The 1SO model can be mapped to describe the TCRjI€xing
scheme. TCP/IP software is organized into four eptal layers as shown

10
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in Figure (2.4). These four conceptual layers are:

1.

Application Layer. Users invoke application programs that access
services available across a TCP/IP internet. Eaphication program
may interact with one of the transport level proflecto send or
receive data. Each application program choosestifte of transport
needed which can be either a sequence of indivichessages or a
continuous stream of bytes.

Conceptual Layer Objects passed between Layers
Application
< M essages or streams
Transport
< Transport Protocol Packets
Internet

| P Datagrams

A

Network Interface

Networ k-Specific frames

A

Fig. (2.4) The four conceptual layers of TCP/IP software as well as

the form of data as it passes between them.

Transport Layer. The primary duty of transport layer is to provide
communication from one application program to aanthSuch
communication is often called end-to-end. The fpanslayer may
regulate the flow of information. It may also proeireliable transport,
ensuring that data arrives without error and irusege.

Internet Layer. The Internet layer handles communications from one
machine to another. It accepts a request to sepdcket from the

transport layer along with an identification of thechine to which

11
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the packet should be sent. It encapsulates theepachkn IP datagram,
fills in the datagram header, uses the routingréalgo to determine
whether to deliver the datagram directly or sentbita router, and
passes the datagram to the appropriate networkrfanee for

transmission.

4. Network Interface Layer. It is the lowest level of TCP/IP software. It
comprises a network interface layer, responsibi@ézepting Internet
Protocol (IP) datagrams and retransmitting themr caespecific

network.

2.4 TCP/IP Suite

The generic term "TCP/IP" usually means anythind awerything
related to the specific protocols of TCP and IP.cdin include other
protocols, applications, and even the network nmadiBamples of these
protocols are: User Datagram Protocol (UDP), AdsliRssolution Protocol
(ARP), and Internet Control Message Protocol (ICMBamples of the
related applications are: TELNET, File Transfer tBcol (FTP), and
Network File System (NFS) [RFC1180].

The TCP/IP suite is not a single protocol; rathers four layers
communication architecture that provide some realsienetwork features,
such as end-to-end communications, packet sequenamernetwork
routing, and some specialized functions unique ® Department of
Defense communications needs (such as standamiizeshge priorities).

The bottom layer, network services, provides data for
communication through the network hardware (suclEtiernet, Token
Ring, and Asynchronous Transfer Mode (ATM)). Thgelaabove the

network services layer is referred to asittiternet protocol (IP) layer. The

12
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IP layer is responsible for providing a datagranvise that routes data
packets between dissimilar network architectureshds a few interesting
features, one of which is the reliability. As aatgtam service, IP does not
guarantee delivery of data. Data concurrency, sexdng and delivery
guarantee is the job of TCP protocol. TCP provigasor control,
retransmission, packet sequencing, and many othpabdities. The
structure of TCP/IP protocol set is shown in Fig(2ed) along with the

approximately equivalent ISO model layers.

OSl| Modd TCP/1P Protocol TCP/IP Protocol Suite
Layers ArchitectureLayers A
e \
Application
o a n
Presentation — == S| 2 |z
Application Z| w |® Z| x |Aa
[ 7]
Session
Transport Transport TCP UDP
Networ k
; I nternet IP
Data Link
Networ k
Physical Interface Ethernet To}<en Frame |ATM
Ring | Relay

Fig. (2.5) TCP/IP protocol relationships

It can be seen that TCP/IP is essentially a foggrlanodel, although
the layers have no clear cuts as in the OSI mdded. TCP/IP model has
been drawn according to its use, rather than bd#figed first and then the

protocols specified. In OSI protocols, every thapgpears to be put into the

13
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protocol, but parts are made optional. In TCP/H& protocols are kept
very simple, if more functionality is required thanother protocol is added
to deal with the situation [JAI97].

2.4.1 Internet Protocol

The internet protocol (IP) is the network layertpaml which is the
glue that holds the whole Internet together. Unlikest older network
layer protocols, it was designed from the beginminify internetworking in
mind. Its job is to provide a best (i.e. not guéead) way to transport
datagrams from source to destination, without mkgar whether these
machines are on the same network or whether threrether networks in
between them [TANO3].

The IP provides the capability of fragmentation amdssembly of
long datagrams, if necessary, for transmissionutmo“small packet”
networks. The internet protocol is specifically iied in scope to provide
the functions necessary to deliver a package of(ai internet datagram)
from a source to a destination over an intercomuesystem of networks.
There is no mechanism to augment end-to-end diahitiey, flow control,
sequencing, or other services commonly found in-teeost protocols.

The internet protocol implements two basic fundioaddressing
and fragmentation. The internet modules use theeadds carried in the IP
header to transmit internet datagrams toward thestinations, while it use
fields in the IP header to fragment and reassemlt#enet datagrams when
necessary for transmission through “small packetfivork. The IP uses
four key factors in providing its service: Type ®érvice, Time to Live,

Options, and Header Checksum. The detected erraysba reported via

14
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the internet control message protocol (ICMP) wheimplemented in the
IP module [RFC791].

An [P datagram consists of header part and text pae header has
20-byte fixed part and a variable length optiorat pTANO3]. A summary
of the contents of the internet header is showrigaire (2.6): The fields of
this header are [RFC791]:

Ver: The Version (4 bits) field indicates the formatmernet header.
IHL: The Internet Header Length(4 bit) in words, eacindais 32 bits. The

minimum value for a correct header is 5.

TOS: Type Of Service (8 bits) field provides an indioatiof the abstract

parameters of the quality of the desired service.

O123456789012345678|90123|45678901

Ver. | IHL TOS Total Length

| dentification Flagg Fragment Offset

TimetoLive| Protocol Header Checksum

Source Address

Destination Address

Options Padding

Fig. (2.6) Internet datagram header

Total Length: Its length is 16 bits which is the length of dagamg,
measured in octets, including internet header atal. d

| dentification: Its length is 16 bits, it an identifying value igg®d by the
sender to aid in assembling the fragment of a datag

Flags: Its length is 3 bits, it holds various controlgta

15



Chapter Two Network Protocols and Security

Fragment Offset: Its length is 13 bits, this field indicates whenethe
datagram this fragment belong.

Timeto Live: Its length is 8 bits, this field indicates the nmaxm time the
datagram is allowed to remain in the internet syste

Protocol: Its length is 8 bits, this field refers to the nkwvel protocol used
in the data portion of the internet datagram.

Header checksum: Its length is 16 bits field, this field holds thkRecksum
value of the header only.

Source Address: its length is 32 bits, this field indicates thed#dress of
source.

Destination Address: its length is 32 bits, it refers to the IP addres$s
destination.

Options: this field is variable in length; it may be zerpmore. In some
environments the security option is required irdaliagrams.

Padding: this field is variable in length, it is used tosare that the internet

header ends on a 32 bit boundary, the paddingas ze

2.4.2 Transmission Control Protocol

Transmission Control Protocol (TCP) was specificalesigned to
provide a reliable end-to-end byte stream over rareliable internetwork.
An internetwork differs from a single network besaudifferent parts may
have widely different topologies, bandwidths, dslapacket sizes, and
other parameters. TCP was designed to dynamicdéptao properties of
the internetwork and to be robust in the face ohynkind of failures
[TANO3].

It is important to understand that TCP is a commation protocol,

not a piece of application software [COMOO]. TCPassumed to be a

16
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module in an operating system. The users acce$s madch like they
would access the file system. The TCP may be ddlleother operating
system functions (for example, to manage data tstres). The actual
interface to the network is assumed to be conttollg a device driver
module. The TCP does not called by the networkicaedriver directly,

but rather it is called by the internet datagrawotqerol module, which may
in turn called by the device driver.

Transmission is made reliable via the use of segp@umbers and
acknowledgments. Conceptually, each segment igresk a sequence
number. Segments also carry an acknowledgment numbeh is the
sequence number of the next segment. An acknowledgby TCP does
not guarantee that the data has been deliverdektertd user, but only that
the receiving TCP has taken the responsibilitydsd. To govern the flow
of data between TCPs, a flow control mechanism ngpleyed. The
receiving TCP reports a "window" to the sending TdRis window
specifies the number of octets, starting with tbkenawledgment number,
that the receiving TCP is currently prepared tenex

The format of TCP header is shown in Figure (2f7ncludes the
following fields [RFC793]:

O12#45678%0123456789012%45678901

Sour ce Port Destination Port

Sequence Number

Acknowledgement Number
Offset| Reserved Flags Window

Checksum Urgent Pointer

Options Padding

Fig. (2.7) TCP header

17
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Source Port: Its length is 16 bits, it is the source port number

Destination Port: Its length is 16 bits, it is the destination pauimber.

Sequence Number: Its length is 32 bits, it refers to the sequencaliper.

Acknowledgment Number: Its length is 32 bits, Sequence and
Acknowledgment  Numbers are used for  windowing
acknowledgment technique.

Data Offset: Its length is (4 bits), is refers to the numbeBafbit words in
the TCP header, it indicates where the data begins.

Reserved: Its length is 6 bits, reserved for future use, ngszero.

Flags or Control Bits: (6 bits), there are several bits used as status
indicators to show, for example, the resettinghef ¢connection.

Window: Its length is 16 bits, it refers to the number dzfta octets
beginning with the one indicated in the acknowledgtrfield which
the sender of this segment is willing to accept.

Checksum: Its length is 16 bits, it is the 16 bit one's cdenpent of the
one's complement sum of all 16 bit words in thedeeand text.

Urgent Pointer: Its length is 16 bits, this field holds the cutrealue of the
urgent pointer as a positive offset from the seqaamumber in this
segment. The urgent pointer points to the sequenogber of the
octet following the urgent datalhis field is only be interpreted in
segments with the URG control bit set.

Options. This variable sized field contains some negotmparameters, to
set the size of the TCP packets for example. Optioay occupy
space at the end of the TCP header and are a haulti8 bits in
length. All options are included in the checksum.

18
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2.5 Ports, Connections, and Endpoints [COMOQO]

TCP allows multiple application programs on a giveachine to
communicate concurrently, and it demultiplexes mogy TCP traffic
among application programs. TCP uses protocol pombers to identify
the ultimate destination within a machine, eacht paomber assigned to a
small integer used to identify it. TCP ports arenptex because a given
port number does not correspond to a single objestead TCP has been
build on the connection abstraction, in which thgeot to be identified are
virtual circuit connections, not individual ports.

Since TCP uses the connection, not the protoa®j ponnections are
identified by a pair of endpoints. TCP defines adpoint to be a pair of
integers Kost, por}, wherehostis the IP address for a host goait is a
TCP port on that host. For example, the endpdi28(10.2.3, 2bspecifies
TCP port 25 on the machine with IP addr&28.10.2.3 and if there is a
connection form machind 28.10.2.3 to machine 128.10.2.7, it might be
defined by the endpointst28.10.2.3, 1069%nd (28.10.2.7, 2b

2.5.1 TCP Port 139

Port 139 is Network Basic Input Output System (N&B) Session
Service, it is used for resource sharing on Windd®ws ME and
NT [BINO7].

A resource sharing computer network is defined & aset of
independent and interconnected computer systemss <o permit each
computer system to utilize all of the resourceseath other computer
systems. That is, a program running in one commystiem should be able
to call on the resources of the other computeresystmuch as it would

normally call a subroutine [RFC61].
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The goal of resource sharing is to make all prograquipment, and
especially data available to any one on the netwatkout regard to the
physical location of the resource and the useroBwious and widespread
example is having a group of office workers shareoaamon printer
[TANO3].

The systems which are trying to connect to shdes that might be
available on another system, hence these shaexl dilould be blocked
because most of these traffics are result of waymaruses which can use
open file shares to propagate, they also can beethdt of malicious users
attempt to connect to any computer. Once thesemgstonnected, they
can download, upload or even delete or edit filastitee connected file
share.

If the systems used open file shares (includingispaf printers, etc)
on a local network (LAN), then it should be usingrawall such that the
local file shares are not accessible from the im#ebecause connecting to
open file shares is likely the easiest and mostnsomhack on the internet
[BINO7].

Port 139 is the single most dangerous port onnberet. All "File
and Printer Sharing" on a Windows machine runs dkiesr port. About
10% of all users on the Internet leave their hasédsdexposed on this port.
This is the first port hackers want to connectaiag the port that firewalls
block [IBMO7].

The NetBIOS service has become the dominant mesmmarfor
personal computer networking. NetBIOS provideseader independent
interface for the IBM Personal Computer (PC) andhgatible systems.
NetBIOS defines a software interface not a protoddiere is no "official”
NetBIOS service standard. In practice, howeveg, lBM PC-Network

version is used as a reference.
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NetBIOS has generally been confined to personalbpcens to date.
However, since larger computers are often wellesuito run certain
NetBIOS applications, such as file servers, thisc#ation has been
designed to allow an implementation to be builtvirually any type of
system where the TCP/IP protocol suite is availaetBIOS was
designed for use by groups of PCs. Both connediwh connectionless
services are provided, and broadcast and multasassupported. NetBIOS
applications employ NetBIOS mechanisms to locasoueces, establish
connections, send and receive data with an applicgeer, and terminate
connections, these mechanisms will collectively dadled the NetBIOS
Service [RFC1001].

2.5.2 TCP Port 445

TCP port 445 is a new port used by Windows 200hddfivs XP
and Windows Server 2003 and used for Server Med3lagk& (SMB) over
TCP. The SMB protocol is used among other thingsfife sharing in
Windows NT/2000/XP. In Windows NT it ran on top NEtBIOS over
TCP/IP (NetBT), which uses the ports 137, 138 (UBRJ 139 (TCP). In
Windows 2000/XP/2003, Microsoft added the possipiio run SMB
directly over TCP/IP, without the extra layer oftR&, to do this they use
TCP port 445. NetBIOS on WAN or over the Interrigiyever, may lead
to an enormous security risk. All sorts of inforroat(such as the domain,
workgroup and system names, as well as accountrmatmon) are
obtainable via NetBIOS [DANO7].

If the client has NetBT enabled, it will always ty connect to the
server at both port 139 and 445 simultaneousithdfe is a response from
port 445, it sends a reset to port 139, and coesinis SMB session to port

445 only. If there is no response from port 445yilt continue its SMB
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session to port 139 only, if it gets a responsenftbere. If there is no
response from either of the ports, the session failllcompletely. If the
client has NetBT disabled, it will always try torecect to the server at port
445 only. If the server answers on port 445, tlesisa will be established
and continue on that port. If it doesn't answee #ession will fail
completely. If the server for example runs WindoW$ 4.0 and has
NetBT enabled, it listens on UDP ports 137, 13& an TCP ports 139,
445. If it has NetBT disabled, it listens on TCRtpB15 only [VIDO4].

2.6 Server Message Block (SMB) Protocol

At (1984), IBM created SMB [CODO7] which is an inmpant
protocol because of the large number of PCs outtheat already have
client and server implementations running on thét. Windows for
Workgroups, Windows 95 and Windows NT systems aapable of
running SMB as a client, a server, or both. SMBjolw stands for Server
Message Block, is a protocol for sharing filesnters, serial ports, and
communications abstractions such as named pipesnandlots between
computers. SMB is a client-server, request-resppnstcol. Figure (2.8)

illustrates the way in which SMB works.

Client Server

SMB Requist —
] I

&

SMB Response

\ )

A

Fig. (2.8) SMB work

Servers make file systems and other resourcestépsinmailsiots,

APIs) available to clients on the network. Clientmputers may have their
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own hard disks, but they also want access to theeshfile systems and
printers on the servers.

Clients connect to servers by using NetBIOS oveP/TE, NetBIOS
(NetBEUI)
Exchange/Sequenced Packet Exchange (IPX/SPX). SBB ran over

Enhanced User Interface or Internetworkaclet

multiple protocols as shown in Figure (2.9).

(ON TCP/IP
Igg;li?;i%?l e Application
Session NetBIOS NetBIOS | NetBIOS
T’\:;T/vsgﬂit IPX NetBEUI DEChet TCP;&PUDP TCF;/FL)JDP
Link 80%(.):’?,5622.5 8082(.)3?,.5(’)22.5 Ethernetv2 | Ethernetv2 | =72 0% ©

Fig. (2.9) SMB over multiple protocols

SMB can be used over TCP/IP, NetBEUI and IPX/SRPXAP/IP or
NetBEUI are in use, then the NetBIOS API is beisgdi Once they have
established a connection, clients can then sendneoms (SMBsS) to the
server that allow them to access shares, open fdag and write files, and
generally do all the sort of things that user wardo with a file system.

However, in the case of SMB, these things are deee the network.
SMB was also sent over the Digital Equipment Campon network
protocol (DECnet). Since the inception of SMB, mamgtocol variants
have been developed to handle the increasing -caitplef the
environments that it has been employed in [SHAOQ7].

Microsoft and Intel created the first renditiontbé SMB/CIFS file
sharing protocol called Core Protocol which was firet protocol variant
[CODO07], known to SMB implementations as PC NETWORROGRAM
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1.0. Subsequent variants were introduced when rharetionality was
needed. Core protocol could handle a basic setpefations, including
[SHAO7]:
1. Connecting to and disconnecting from file and psimdres.
Opening and closing files.
Opening and closing print files.
Reading and writing files.
Creating and deleting files and directories.
Searching directories.

Getting and setting file attributes.

© N o 0o bk~ 0D

Locking and unlocking byte ranges in files.

The protocol elements (requests and responses)ctigaits and
servers exchange called SMBs. They have a spdoifinat that is very
similar for both requests and responses. Each stsrsi a fixed size header
portion, followed by a variable sized parameter aada portion. After
connecting at the NetBIOS level, the client is gedol request services
from the server. However, the client and servertniivst identify which
protocol variant they each understand [SHAO7].

The actual protocol variant client and server wake is negotiated
using thenegprotSMB which must be the first SMB sent on a conmecti
[SHAO7]. The Negotiate SMB command client requsstised to resolve
the protocol dialect for a session. The client seadist of dialects. The
server responds with the index number in the listroacceptable dialect.
The Negotiate SMB command packet defines the datizop of the CIFS
client request and server response packets for cteamand code
SMB_COM_NEGOTIATE [MICO06]. As shown in Figure (2 )1Qhe client
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sends a Negotiate SMBé€gpro} to the server, listing the protocol dialects

that it understands.

Client Server

I:I Negprot Command .I
Negprot Response i

\ )

Fig. (2.10) SMB Negotiate

The server responds with the index of the dialeat it wants to use,
or OxXFFFF if none of the dialects was acceptableceOa protocol is
established, the client can proceed to logon tcsdreer if required. They
do this with a Session setup and XegssetupXpPMB. The response
indicates whether or not they have supplied a uaeirname password pair
and if so, can provide additional information. Qufethe most important
aspects of the response is the User ID (UID) ofdgged on user. UID is a
field in SMB header, this UID must be submitted hwall subsequent
SMBs on that connection to the server.

In older variant protocols (Core and Core Plus) ¢hent cannot
logon, while in CIFS protocol he can. Once thertlieas logged on, the
client can proceed to connect to a tree. The ckemds a Tree connect
SMB (tcon) or Tree connect and 8MB commandtconX)specifying the
network name of the share that they wish to conmectand if all is
acceptable, the server responds with a Tree ID XTIID is a field in
SMB header. The client will use TID in all futuréM8s relating to that
share, as shown in Figure (2.11).

Having connected to a tree, the client can now apdite with an
open SMB, followed by reading it with read SMBs,jtimg it with write
SMBs, and closing it with close SMBs [SHAQ7].
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Client Server

I:I tconX Command .I
tconX Response

\ )

A

Fig (2.11) SMB Tree Connect

2.7 Common Internet File System (CIFS) Protocol

CIFS is a network protocol whose most common ushasing files
on a Local Area Network (LAN). At (1996) SMB wasneened as
Common Internet File System (CIFS) with new feaufeODO07]. Key
features that CIFS offers are [JAVO7]:

1. File Access with integrity: CIFS supports the usual set of file
operations; open, close, read, write and seek. @l§&supports file
and record lock and unlocking. CIFS allows multiglients to
access and update the same file while preventingflicis by
providing file sharing and file locking.

2. Optimization for Sow Links: The CIFS protocol has been tuned to
run well over slow-speed dial-up lines. The efféxtimproved
performance for users who access the Internet asmgdem.

3. Security: CIFS servers support both anonymous transfersacuatre,
authenticated access to named files. File and tdmecsecurity
policies are easy to administer.

4. Performance and Scalability: CIFS servers are highly integrated
with the operating system, and are tuned for mawinmgystem
performance. CIFS supports all Microsoft platforafser Windows
95. It also supports other popular operating systeaocth as Unix,
IBM LAN server etc.
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5. Unicode File Names. File names can be in any character set, not
just character sets designed for English or Westeunopean
languages.

6. Global File Names: Users do not have to mount remote file systems,
but can refer to them directly with globally sigo&nt names, instead
of ones that have only local significance.

7. CIFS complements Hypertext Transfer Protocol (HTTP):
Providing more sophisticated file sharing and fiensfer than older

protocols, such as FTP.

The CIFS protocol works by sending packets fromdiment to the
server. Each packet is typically a basic requesbme kind of file access
(such as open, close or read file). The server tieerives the packet,
checks to see if the request is legal, verifiesdient has the appropriate
file permissions, and finally executes the requasl returns a response
packet to the client. The client then parses #sponse packet and can
determine whether or not the initial request wacessful.

CIFS is a fairly high-level network protocol. Inetf©SI model, it is
probably best described at the Application/ Presemnt layer. This means
CIFS relies on other protocols for transport. Thestncommon protocol
used for reliable transport is NetBT. Many differgmotocols have been
used for the transport layer, however with the erows popularity of the
Internet NetBT has become the de-facto standaithoAgh file sharing is
CIFS’s primary purpose, there are other functidrag CIFS is commonly
associated with. Most CIFS implementations are atspable of
determining other CIFS servers on the network ffaywsing), printing,

and even complicated authentication techniques [CQD
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2.7.1 The Common Internet File System Protocol Uses

CIFS protocol is most commonly used with Microsofterating
systems. Windows for Workgroups was the first Msofd operating
system had used CIFS, and since then each newlheds$licrosoft
operating system is capable to function as botHRSGerver and client.
Microsoft operating systems use CIFS for remot diperations (typically
mapping network drives), browsing (via the Netwblkkighborhood icon),
authentication (NT and Windows 2000), and remotiat@r services. It
would be fair to say that the core of native Miatbshetworking is built
around its CIFS services. Because of Microsoftdargrporate and home
user base, CIFS protocol is found virtually evergvegh Flavors of Unix
operating system also implement a CIFS client/serise Samba program.
Apple computers also have CIFS clients and sereadable, which had
make CIFS the most common and available protocolfife sharing
[CODO07].

CIFS is based on the file system used on MicroNefivorks. It is
being targeted by Microsoft to replace the filetegs services of both File
Transfer Protocol (FTP) and Network File System $)NFand allows to
directly mount CIFS remote system as a directoryre, hence it can
transfer files to or from remote site just by usagegular copy command
or file manager. The advantages of CIFS can bermhégmonstrated if it is
compared with two other internet file transfer paatls (like FTP and NFS).
[BIZ07]

2.7.2 Common Internet File System Packet Header

Every CIFS request and response uses the packagresmshown in
Figure (2.12) [CODO7]:
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Header: The beginning of every CIFS packet contains a 4-bgiader. The
first byte is OxFF, followed by the ASCII represandn of the letters
S, M, and B.

Command: The command field contains a one-byte code indigathe
CIFS packet type. Examples from the CIFS1.0 daoatfthis field are
SMB_COM_READ_ANDX (0x2E), SMB_COM_TREE_CONNECT
(0x70), andSMB_COM_NEGOTIATE(0x72).

Error class: A server flag indicates whether or not a given esfjuvas
successful. Typically, when the field is zero itlicates the request
success. If non-zero, the field indicates whas<lhe error code is
from. The error class field takes one of the follogwalues:

1. ERRDOS (0x01): Error is from the core of DOS operasystem.

2. ERRSRV (0x02): Error is generated by the servewoeX file
manager.

3. ERRHRD (0x03): Hardware error.

4. ERRCMD (0xFF): Command was not in the SMB format

Error code: This 16-bit field indicates the type of error thts occurred.
When its value is zero it indicates no error. t$f value is non-zero
then this number in conjunction with the error slabove can be
looked up in the CIFS1.0 draft to give full erra@sgriptions (such as,
bad password or file does not exist). As with threreclass, this field

Is set only by servers in response to a previogsas.

01234567| 01234567 [{01234567 | 01234567

OxFF S M B
Command | Error Class | Must bezero | Error Code
Error Code Flags Flags2
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Pad or security signature typically pad and therefore
must be zero

TreelD (TID) Process|D (PID)
User ID (UID) Multiplex ID (MID)
WordCount Parameter Words [WordCount]
ByteCount

Buffer [ByteCount]

Fig. (2.12) The structure of CIFS header

Flags: Most of the 8 bits in the flags field specify padiar options. The
only one of interest is bit-3. When bit-3 is setlt all pathnames in
this particular packet must be treated as casétas® insensitive).
While, when it is set to 0, all pathnames are cassitive.

Flags2: This 16-bit field specifies more options. Bitstthae useful: Bit O,
if set, indicates that the server may return loihg hames in the
response. Bit 6, if set, indicates that any patleanthe request is a
long file name. Bit 15, if set, indicates strings the packet are
encoded as UNICODE.

Pad/security signature: This field is typically set to zero.

TreeID (TID): Itis a 16-bit integer identifies which resourceskdshare or
printer, typically) this particular CIFS packetreferring to. When
packets are exchanged which do not have anythindotavith a
resource, this number is meaningless and ignored.

Process ID (PID): It is a 16-bit integer identifies which processsisuing
the CIFS request on the client. The server usssithmber to check
for concurrency issues (typically to guarantee fitas will not be

corrupted by competing client processes).
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User ID (UID): It is 16-bit number identifies the user who hadiess CIFS
request on the client side. The client must obtianUID from the
server by sending a CIFS session setup requesiiocmg a
username and a password. A UID is valid only foe tven
NetBIOS session. Other sessions could potentiadly using an
identical UID that the server correlates with defént user.

Multiplex ID (MID): It is a 16-bit integer used to allow multiple
outstanding client requests to exist without colius

WordCount and parameter words. CIFS packets use these two fields to
hold command-specific data. Therdcountspecifies how many
16-bit words the parameter words field will actyadbntain. In this
way, each CIFS packet can be adjusted to the skéed to carry its
own command-specific data. Therdcountfor each packet type is
typically constant. There are twwordcountsdefined for every
single command; one/ordcountfor the client request and another
for the server response. These two counts areedeleecause the
amount of data necessary to make a request is aoasgarily the
same amount needed to issue a reply.

ByteCount and buffer: These fields are very similar to timrdcountand
parameter words field mentioned above; they holdraable amount
of data that is specified on a per packet baside Qytecount
indicates how many bytes of data will exist in thdfer field that

follows.
2.7.2.1 Network Create andX Command

Network Create and X (NTcreate_andX) is a CIFS Caminpacket
that is held when there is an access to resouarengh Figure (2.13) shows
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the client request of NTcreate_andX header, whald (2.1) lists the
details of NTcreate_andX header fields. [MIC06]

012345670123456701234567012345¢617
WordCount AndXCommand | AndXReserved AndXOffset
Reserved NameLength Flags
RootDirectoryFid
DesiredAccess

AllocationSize

FileAttributes
ShareAccess
CreateDisposition
CreateOptions
ImpersonationLeve
SecurityFlags

Byte Count | File Name

Fig. (2.13) NTcreate_andX header

Table (2.1) the details of NTcreate_andX header fields

Name of Field Size Description
(Byte)
WordCount 1 Refers to count of parameter words.
AndXCommand 1 It specified for secondary command
AndXReserved 1 Reserved. This value must be 0 (zero).
AndXOffset 1 This field is offset td&WordCountlocation for the
following command.
Reserved 1 Reserved, and its value must be 0.
NameLength 1 It holds the length of thigilename[] field in
bytes.
Flags 4 It specified for flags.
RootDirectory 4 Refers to optional directory for relative open.
DesiredAccess 8 It specified for access desired, its value ilatss
in Table (2.2).
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AllocationSize 8 Refers to initial allocation size.

FileAttribute 4 It specified for flags and attributes for thefil

ShareAccess 4 It specified for types of share access.

CreateDisposition 4 Flags defining the action to take if the fileeady
exists.

CreateOptions 4 It specified for file create options.

Impersonation 4 Security QOS information. This field specifies
the client impersonation level.

SecurityFlags 1 Security tracking mode flags.

ByteCount 2 Count of data bytes.

Filename(] Variable | It specified the name of file and its path

From table (2.1), three fields are considered ia tork, because
they guides to the type of access, these fieldJdesired access, create
options, and file name). The first two fields anews in details as follows:

» Desired Access Field: This field is represented by access mask. The
access mask, which is one of encoding data typges, 32-bit value
containing specific, standard, and generic rightese rights are used
In access control entries, and are the primary s@rspecifying the
requested or granted access to an object, thdds age [MICO6]:

1. Specific rights: Values 0-15, these rights contai® access mask
specific to the object type associated with thekmas

2. Standard rights: Values 16-23, these rights conthe object's
standard access rights and can be a combinatitimegéredefined
standard rights flags. Table (2.2) shows the sjearfid standard
rights.

3. Generic rights: Values 24-31, these rights contdie object's
generic access rights and can be a combinatioheoptedefined

generic rights flags. Table (2.3) lists generittig
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Table (2.2) Specific and standard rights of access mask [MIC06]

ary

Flag Description

DELETE Delete access.

0x00010000

READ_CONTROL| Read access to the owner, group, and discretion
0x00020000 access-control list (ACL) of the security descripto
WRITE_DAC Write access to ACL.

0x00400000

WRITE_OWNER | Write access to owner.

0x00080000

SYNCHRONIZER | Windows NT synchronize access.

0x00100000

Table (2.3) Generic rights of access mask [MIC06]

Flag

Description

ACCESS_SYSTEM_SECURITY
24

( Access system security. This flag is not a
typical access type. It is used to indicate
access to a system ACL. This type of acg
requires the calling process to have a
specific privilege.

MAXIMUM_ALLOWED

Maximum allowed.

25

26-27 Reserved.
GENERIC_ALL Generic all.
28

GENERIC _WRITE Generic write.
30

GENERIC_READ Generic read.
31

(SN

Create Options Field: It specified for options to create the files. The

value of this field illustrates

in Table (2.4).

Table (2.4) Flags for files

Value M eaning

FILE_ SUPERSEDE If the file already exists, supersede it by the
0x00000000 specified file. Otherwise, create the file.
FILE_OPEN If the file already exists, return success;
0x00000001 otherwise, fail the operation.

FILE. CREATE Create file.
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0x00000002

FILE_OPEN_IF Open the file if it already exists; otherwise,
0x00000003 create the file.

FILE_OVERWRITE Overwrite the file if it already exists; otherwise
0x00000004 fail the operation.

FILE_ OVERWRITE_IF| Overwrite the file if it already exists; otherwise
0x00000005 create the file.

2.7.2.2 Delete Directory Command

Delete Directory (SMB_COM_DELETE_DIRECTORY) command

specified for deletes the directories from sharesburces. Figure (2.14)

shows the header of this command, while Table (Hustrates the details

of each field.

01234567|101234567(01234567

WordCount

ByteCount BufferFormat

DirectoryName] |

Fig. (2.14) Delete directory header

Table (2.5) The details of Delete directory header

Name of Field Size Description

(Byte)
WordCount 1 Refers to count of parameter bytes. The val@e is
ByteCount 1 Count of data bytes. The value is greater than 0
BufferFormat 1 Buffer format. The value is 0x04.
DirectoryName[ ]| Variable | It specified directory name and its path.

2.8 Computer Security Concepts

Intrusion detection was constantly evolving to meetset of

functional goals, all associated with improving security of computers
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and networks. In this section some of the fundaaldetms and concepts
of computer and network security are given [BACO0Q].

A practical definition of asecurecomputer system is “a system that
can be depended upon to behave as it is expect¢@ARIG]. From this
intuitive definition of security, one can infer tHfandamental concepts
associated with security.

A more precise formal technical definition of congrusecurity is
given in terms of the “security triad: confidenitial integrity, and
availability”. These security triad are [BACOO]:

1. Confidentiality is the requirement that “access to information be
restricted to only those users authorized for dtaess”. Much of the
work done by the government in computer securitguaes on

confidentiality.

2. Integrity is the requirement that “information be protectednf
alteration”. Integrity is especially critical in sSgms handling data
such as medical records (imagine the impact of somealtering
doctors’ orders on a patient record) or financieatcaunts. Many
publicized Web site attacks involve breaches aégrity, in which

address tables or site content are modified.

3. Availability is the requirement that “the information and system
resources continue to work, and the authorizedsuber able to
access resources when they need them, where thdytmem, and in
the form in which they need them”. Many network-dxhsattacks,
such as “teardrop” and “ping of death,” crash sexgy sending
them network traffic fashioned to exploit vulneldl@ds in the

operating system software running on those serv¥éesse intrusions,
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which violate availability requirements, are laloktkenial of service

attacks.

A secure computer system supports all above mesditiree goals
of the security triad. In other words, a securetesys protects its
information and computing resources from unautleariaccess, tampering,
and denial of service [BACOQ].

2.8.1 Threat

Most security programs are driven by a desire tiresb a threat. A
threatis defined as any situation or event that has titential to harm a
system. This harm can be in the form of disclosutestruction, or
modification of data; or denial of access to data,to the system-
processing resources. Major categories of thredtde hackers, viruses,
fire, flood, lightning strikes; the list goes ondaon. From this list, it could
be noticed that threats can be either internalxtereal to the system and
can be intentional or incidental. To achieve ségugpals, the physical
threats must be considered as well as computeatthr&his may require
background investigations of personnel serving itical roles (for
example, system administrators) when they haveifgignt control over
computing and information resources [BACOO].

How are threats structured in the computer secunitgtd? There are
several ways to classify threat, and some involwh whe source of the
threat. An early model had specified the followitigee categories of
threats [ANDSO]:

1. External penetrators: Unauthorized users of theersys
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2. Internal penetrators: Authorized users of the systeho overstep
their legitimate access rights. These internalafsrare divided into
the following:

A. Masqueraders: Those who appropriate the ideniibicaand
authorization credentials of others.
B. Clandestine users: Those who successfully evadé and

monitoring measures.

3. Misfeasors: Authorized users who exceed their jzgéas.

4. People who attempt to gain access to a systemtar da

5. Programmatic threats: including software attackshsas viruses,
trojan horses, and malicious Java or ActiveX agplet

6. People who probe or scan systems in search of ralditides they

can exploit their search results in a later attack.

2.8.2 Vulnerability

Security problems in computer systems result frarmerabilities.
Vulnerabilitiesare weaknesses in systems that can be exploitecays
that violate security policy. Vulnerabilities ocaara two ways [BACOO]:

1. Technical Vulnerabilities:. weaknesses occur in the design and
implementation of the system software and hardware.

2. Procedural or Management Vulnerabilities. weaknesses occur in
security policy, procedures, controls, configunatior other system

management areas.

Most systems have vulnerabilities of some sort, thig does not
mean that the systems are too flawed to use. Naydtreat results in an

attack, and not every attack succeeds. Successdepa the degree of
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vulnerability, the strength of attacks, and theeetveness of any
countermeasures in use. If the attacks neededpiexulnerability are
very difficult to carry out, then the vulnerabilitpay be tolerable. If the
perceived benefit to an attacker is small, thenneae easily exploited
vulnerability may be tolerable. However, if theaats are well understood
and easily made, and if the vulnerable system gl@ed by a wide range
of users, then it is likely that there will be egbubenefit for someone to
make an attack [RFC2828].

Several rules of thumb govern the likelihood of naerkbilities
occurring in systems. The larger system is the tgreakelihood of
vulnerabilities. The more complex system is theatge likelihood of
vulnerabilities. The more dynamic system and itsvirenment (for
example, a system that is repeatedly updated daaeg with a new
operating system), is the greater likelihood ofneudbilities. Although
threat and vulnerabilities are intrinsically rethtehey are not the same.
Threat is the result of exploiting one or more ‘anabilities. Any intrusion
detection should be designed to identify and regporboth [BACOO].

2.8.3 Intrusion Detection

During the last 27 years ago intrusion DetectidD) (had been an
active field of research, its importance had até@d¢he scientific attention
since (1980) due to the John Anderson’s publicat@aomputer Security
Threat Monitoring and Surveillancetyhich was one of the earliest papers
in the field[MCHOOQ].

ID is the process of monitoring computer networkd aystems for
violations of security policy. In simplest termstrusion detection systems

consist of three functional components [BACOO]:
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1. An information source that provides a stream ohévecords.
2. An analysis engine that finds signs of intrusions.
3. Aresponse component that generates reactions basée outcome

of the analysis engine.

The first component for ID is the data source. iement can also
be considered an event generator [BACOQ].
The IDSs can be classified according to data seum® two types
[MCHOO]:

1. Network-Based Systems. Look at packets on a network segment.
While network-based systems can simultaneously tmonumerous
hosts, they can suffer from performance problemspeeially with
increasing network speeds. Many network-based sgséee popular
because they are easy to deploy and manage andlitii@ver no

impact on the protected system’s performance.

2. Host-Based Systems. Operate on the protected host, inspecting audit
or log data to detect intrusive activity. Host-lmhsgystems can
monitor specific applications in ways that would O#ficult or

impossible in a network-based system.

The second component in the intrusion detectiorcge® is the
analysis engine, this system component takes irgoom from the data
source and examines the data for symptoms of atbackther policy
violations. In intrusion detection, most analygmp@aches involve misuse
detection, anomaly detection or some mix of the.tWhe two main
analysis approaches are [BASO0O]:

1. Misuse Detection: Engines look for something defined to be “bad.”

To do this, they filter event streams, searchingafttivity patterns
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that match a known attack or other violation of usgg policy.

Misuse detection uses pattern-matching techniquas;hing against
patterns of activity known to indicate problems. sWlccurrent,
commercial intrusion detection systems utilize mesudetection

techniques.

2. Anomaly Detection: Engines look for something rare or unusual.
They analyze system event streams, using statiggéchniques to
find patterns of activity that appear to be abndriiaiis approach
reflects the view of some intrusion detection redesrs that

intrusions are some subset of anomalous activity.

The third component in the intrusion detection ps3Cis response,
intrusion detection system responses can be absis [BACOO]:
1. Active Responses. The system automatically (or in concert with the
user) blocks or otherwise affects the progresshefdttack. Active
responses involve taking action based on the deteadf an

intrusion.

2. Passive Responses: The system simply reports and records the
problem. Passive responses are those provide iafmmabout the
user, relying on the user to take subsequent addassive responses
are important, and in many cases represent theespense form for

the system.

2.8.4 Network Monitoring

At (1990) [SHEOQO7] a network monitoring system cdlféNetwork
System Monitor (NSM)“ which is developed in Univigysof California
was established to run on a SUN UNIX workstatioBsfore this time,
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most intrusion detection systems utilize the infation extracted from
operating system audit trails or keystroke monifttER90]. NSM does
not use audit trails to perform its intrusion détat Instead, it monitors
the broadcast channel to observe all network traffs a result of this, it
can monitor a variety of hosts and operating sygilatiorms [MUK94].

Till now, the general architecture of NSM is stiiflected in many
commercial intrusion detection products. NSM fuoiced to do the
following tasks [HER9O0]:

1. Placing the system’s Ethernet network interfagedcinto
promiscuous mode; in which each network frargenerates an
interrupt, thereby allowing the monitoringstem to listen to
all traffic, not just those packets addressethe system.

2. Capturing network packets.

3. Parsing the protocol to allow extraction of pentingatures.

4. Using a matrix-based approach to archive and aedlyz features,
both for statistical variances from normal behawand for violations

of pre-established rules.

NSM was a significant milestone in intrusion detattresearch
because it was the first attempt to extend intrusibetection to
heterogeneous network environments. Also, it wasadrthe first intrusion
detection systems to run on an operational systesn the local area
network of the computer science department at Usityeof California)
[HER90].

The objective of NSM is to determine if the packetwv matches a
known signature. There are three kinds of signattinat are particularly
important [SHEO7]:
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1. String signatures, the packet checking processased on looking
for a text string that indicates a possible attack.

2. Port signatures, such kind of checking is simplgdaaon detecting
and analyzing the connection attempts to some \Walwn,
frequently attacked ports.

3. Header signatures, the checking is based on degeatid analyzing

the dangerous or illogical combinations in padiedders.

A network-based ID system views packet traffic ¢& metwork
segment as a data source. This is usually accdmgli®y placing the
network interface card in promiscuous moéd¢hough this approach is
simple and powerful, but it does not always work mmndern network
systems. For instance, in the case of switchedar&sathe network switch
acts to isolate network connections between hastthat a host can see
only the traffic that is addressed to it. Also, addhat travels via other
communications media (such as, dial-up phone linashot be monitored

using this approach [BACOO].

2.9 File System

For most users, the file system is the most visgdpect of an
operating system. It provides the mechanism folirmstorage and access
to both data and programs of the operating systedfri@all the users of the
computer system.

The file system consists of two distinct parts:cdlection of files,
each storing related data, and directory struc{wieich organizes and
provides information about all the files in the tgys). Some file systems
have a third part, partitions, which are used tpasse physically or

logically the large collections of directories [GA&].
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2.9.1 File Types

The most common technique for managing the filesyis to include
the type as part of the file name. The file namas@is of two parts: a
nameand arextensionusually separated by a period character. In thig wa
the user and operating system can know from theeralone what is the
type of a file. For example, in MS-DOS, a name cansist of up to eight
characters followed by a period and terminatedroy@to-three character
extension. The file system uses the extensiondicate the type of the file
and to define the type of operations that can beedon that file. For
instance, only a file with a “ .com ”, “ .exe ”, 6r.bat ” extension can be
executed. The “.com " and “ .exe ” files are tworms of binary executable
files, whereas a “.bat” file is a batch file cantag in ASCII format,

commands to the operating system [GAL98].

2.9.2 Types of File Access
The need for protecting files is due to the abildyaccess files. On

systems that do not permit access to the filestluérousers, protection is
not needed. Thus, one extreme would be to prowdepete protection by
prohibiting access, while the other extreme isrtavjgle free access with no
protection. Both of these approaches are too extréon general use,
therefore controlled accesss needed Protection mechanisms provide
controlled access. Access is permitted or deniguem#ing on several
factors, one of which is the type of requested sscBeveral different types
of operations may be controlled; like

1. Read: Read from the file.

2. Write: Write or rewrite the file.

3. Execute: Load the file into the memory and execute it.
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4. Append: Write new information at the end of the file.
5. Delete: Delete the file and free its space for possiblsee

6. List: List the name and attributes of the file.

Other operations, such as renaming, copying, dngdihe file, may
also need to be controlled. For many systems, hemélese higher level
functions (such as copying) may be implemented byséem program that
makes lower level system calls. For instance, capya file may be
implemented simply by a sequence of read requbstthis case, a user
with read access can also cause the file to bedpprinted, and so on. So,
protection is provided at only the lower level.

Many different protection mechanisms have been gseg. Each
scheme has its own advantages and disadvantagksaah type must be
selected as appropriate according to its applita@hd feasibility to the
intended application. For example, a small compsystem that is used by
only a few members of a research group may not tieedame types of
protection as will a large corporate computer tisatised for research,
finance and personnel operations [GAL98].

2.9.3 File Protection

When information is kept in a computer system, gomeoncern is
its protection from both physical damage (relidp)liand improper access
(protection). Reliability is generally provided llyplicate copies of files.
Many computers have system programs that autorfgtit@ through
computer operator intervention) copy disk filesatbackup storage media
at regular intervals (once per day or week or mpt@thmaintain a copy for
the files.
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File systems can be damaged by hardware problambk &s error in
reading or writing), power surges or failures, headshes, dirt, and
temperature extremes. Files may be deleted aceideriBugs in the file-
system software can also cause file content toobe Protection can be
provided in many ways. For small single-user systegnmight provide
protection by physically removing the CD drives dadking them in the
desk drawer or file cabinet. In a multi-user systdmowever, other

mechanisms are needed [GAL98]. Such mechanisnacasss controls.

2.9.4 Access Controls

Early computers had no internal controls to linhieit access, and
any user could interact with any portion of theiskbs system. In today’s
larger and much more complex environments, howejest because
individuals have been established as authorizets ks not mean that
they should have access to all information conthinethe system. This is
the job of Access Control security services, thestednine which
information an individual can access. There areeisdymethods of access
controls, the most three popular are [FISOO]:

1. Protection Table: It is one of the simplest methods of access ctmtro
The established table (i.e., protection table) @mst every user (or
subject) who may have a privilege to access theesysand every
file (or object) stored on the system. The typeadess modes which
may be found in the table include Read, Write, ExecDelete, List,
as shown in Figure (2.15). A location in the tallgh no entry
means that the user has not been granted any fygecess for this

file. While a protection table may seem like a dengolution to the
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access control problem, in the reality it is ranehplemented in this

fashion.
Filel File2 File3 File4
User 1 Read, Write
User 2| Read, Write Read List
User 3 Read, Write Execute

Fig. (2.15) A sample of protection table

The reason for this is that the created table eitome extremely
large and sparsely populated. Most users will haseess to only
their own files and not to the files created byeothsers. This fact
may lead to a sparse table in which its most entudl be blank.

Reserving space for a large, mostly empty tabla isemendous

waste of space.

2. Capabilities Based: Another scheme of access controls is called a
capabilities-based, this scheme could be thoughtsotiividing a
protection table, as depicted in Figure (2.16)p irdws. Associated
with each user is a list of the objects the usey atxess along with
the specific access permission for each objects Tibi is called a
Capability list. An example of the capability lifstr User2 is shown
in Figure (2.16).

Object Permissions
Filel RW,---- L
File2 R,--,--,--,.L
File3 - W,--,-- -

Fig. (2.16) Capability list for User 2
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3. Access Control Lists: While capability techniques can be thought of
as dividing the protection table into rows, the ég€ Control Lists
(ACL) divide it by columns. Instead of maintainiagseparate list for
each subject detailing the objects that a subjastdtcess to, ACLs
are created for each object and list the subjéetisitave permissions
to access them, as shown in Figure (2.17). Therseweral obvious
advantages in using Access Control Lists over theraechniques;
the first is the ease in which a list of all suligegranted access to
specific object can be determined. The secondeig#ise with which
access can be revoked, the owner of object canlysimmove or
change any entry in the ACL to revoke or changetype of access

granted to any subject.

Filel File2 File3
User 2 RWL User 2 RL Ussr 1 RWL
User 3 RWL User2 L

Fig. (2.17) Access Control Lists

The third advantage is saving the storage spadashssed in this
method. The tables do not have to list each sulbpeavery object,
just those have access permission and that moaecess is granted.
The drawback of this method is the difficulty isting in all objects
lists a specific subject which has access to athefm. In this case,
all of ACLs would need to be scanned to determiheclvcontained

a reference to the subject in question.

s \{ ‘\]’_;“1; i\L,_ \f*" \ ]/

c:—-.ﬁm__ == et | e,e:- ,,
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CHAPTER THREE
NETWORK SECURITY MONITORING SYSTEM
DESIGN

3.1 Introduction

This chapter is dedicated to introduce the desighiaplementation
steps of the proposed network security monitorysiesn. This system was
designed to run under Windows operating systenfgofas, and it was
applied on client-server LANs. The antivirus angkvialls programs may

collide with the work of the proposed system.

3.2 The System Model

The general structure of the proposed network ggcomonitoring
system is illustrated in Figure (3.1).

________________________________________________________________________________

. Network
Traffic Index | !
¢ ' 1 Rules Editor system
i | Packet | Packet |!1 l i
i Capture PI’OCGSSIHg i i .............................. ¢ .......... @ i
il 1 o Folders | |
' i o DB |
i | Packet Saving | . :
| analyzer Packet | ! ! —
i | Packet
| Filter — L ;
Monitoring unit Administration unit

Fig. (3.1) The general system model
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It is consist of two basic units: packets monitgriminit and
administration unit. The monitoring unit works ifient side, while the
administration unit works in server machine. Monitg unit consists of
four main modules, packet capture, packet analyzacket processing,
saving packet modules. Also, the monitoring ung hadatabase dedicated
to archive the packets that used by administratiuth  Administration unit
consists of two main modules: indexing module, ands editor. Also, the
administration unit uses two main databases, ondistng the shared
folders and files in the network, and the otherlisting the applied rules.
Rules editor consists of two main modulesgd rules module for
initializing the new rules, andanodify rulesmodule for modifying the
existing rules; these two modules save their oufpet, the rules) in the
rules database

The system begins to respond just when there iBeat aequest.
Client request means that there is row of dataagk@ts transmitted from
client to server. The monitoring module capturesséhpackets, analyze,
process, and save it in tlpackets databaseOn the other side (i.e., on
server machine) the administration unit initializee process of indexing
the available shared folders and files by actiatireindex folderamodule,
and saving the established index list infiblders database

The output of the proposed model is a report whaktes the data

from two databases, packets database and ruldsadata

3.3 Packet Capture Module

As mentioned in chapter two, section 2.4, the TERlite is not a
single protocol; rather, it has four layers comngation architecture that
provides some reasonable network features (such eagd-to-end

communications, packet sequencing, internetworkiinglh These four
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layers of TCP/IP suite are; network layer, intefdager, transport layer and
application layer.

Packet capture module captures all packets innatéayer; it means
that this module captures IP packets or IP datagrabhe reason of
capturing packets in this layer (not in networkedgyis that “the network
layer involves with hardware component”.

After starting connection, the packet capture medbkgins to
capture packets, packet after packet, each pagkeell as row of data that
saved in a specific location in the memory. Thetrs#&p is moving this
data from its specific location in memory and sévas an array of bytes
calledReadBufferSince, the maximum length of each packet is 15@8sby
therefore the length ddeadBuffemwvas assigned 1500 byte.

To easily recognize the details of each packet,attnay of bytes,
ReadBuffer was structured as a set of fields. Packet captooeule
matches ReadBufferstructure with the internet protocol (IP) and the
transmission control protocol (TCP) frames strustuthey will be

described in following subsections:

1. Matching the Internet Protocol Frame

The internet protocol (IP) frame structure consiststwo parts:
header and body (text) parts, see section 2.4.&.hBader consists of 20-
byte fixed part and a variable length optional p@he total length of the
IP_header record is 20 bytes, its structure igridtable (3.1).

The length of IP packet is between 40 to 1500 hwes first 20
bytes represent the IP header (starting from byttkyte-19). Figure (3.2)
illustrates the structure of IP packet and the tmwsiof IP header in the
packet. After creating an IP header record, tha déReadBuffearray are

copied into IP header record.
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Table (3.1) IP header record

Field Name Size in bytes
Ip_verlen 1
Ip_tos 1
Ip_totallength 2
Ip_id 2
Ip_offset 2
Ip_ttl 1
Ip_protocol 1
2
4
4

Ip_checksum
Ip_srcaddr
Ip_destaddr

20 bvte:
f_)%

IP packet IP Header Data

-~

0123] 4567 89012345 678 90123 45678901
Ver IHL TOS Total Length
IP heade identification flag| Fragment offset
Time to live | protocol Header checksum
Source address
Destintion address

Fig. (3.2) IP packet and IP header [RFC791]

In IP header, there are some fields have length tlesn one byte,
like Ver andIHL, to fix their values in IP record, they mergedime byte
field. As shown in Table (3.1) thp_verlenis defined a®ytewhile its real
length is 4-bits. In the same table, one can ndtie¢IHL field was not
defined in IP header record as individual fieldcdnese the field¥er (4
bits) andIHL (4 bits) have been combined in one field caligdverlen

whose length is one byte.
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2. Matching the Transmission Control Protocol (TCP) Fame

The TCP header consists of a 20-byte fixed parteavariable length
optional part. Table (3.2) shows the structure @PTheader.

To check if the received packet is TCP or not,ifhgrotocolfield
must be checked. If the fielgh_protocol equal to 6, then the data from
ReadBuffer(20) to ReadBuffer(39) are copied into TCP header record.
Figure (3.3) shows the position of TCP header ipdBket.

Table (3.2) TCP header record

Field Name Sizein bytes
Src_portno 2
Dst_portno 2
Seguenceno 4
Acknowledgeno 4
DataOffset 1
Flag 1
2
2
2

Windows
Checksum
UrgentPointer

IP packet IP header| TCP header Data

-

0123] 456789 012345 67890123 45678901
Source port Destination port
Sequence number
TCP headke Acknowledgement numbe_r
offset | reserved flags window
checksum Urgent pointer

Fig. (3.3) IP packet and TCP header [RFC793]
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Code list (3.1) illustrates the implemented stepparform packet
capturing task. The input is a row of data, and dbgut consists of IP

header record, TCP header record BReddBuffearray.

Code List (3.1) Packet Capture Module.

I nput
Row of data.

Output
IP header record shows in Table (3.1).
TCP header record shows in Table (3.2).
ReadBuffer (0 to 1499) of byte.

Begin

Step 1: Start connection.

Step2: Load a row of data from receive buffer of the rknvcard, and save it i
specific location in the memory.

Step3: Dematerialize the data saved in specific locaiiothe memory as an arra
(ReadBuffer) of bytes.

Stepd: If length of ReadBuffer <= 0 then go to step 2seEtopy the data fro
ReadBuffer (0) to ReadBuffer (19) in IP header rdco

Step5: Check if ip_protocol<>6 then go to step 2, Elsepgothe data fro
ReadBuffer (20) to ReadBuffer (39) in TCP headeorg.

Step6: If connection is not terminated then go to step2.

Step 7: End.

Some received packets are not necessary in theogdpsystem
(like UDP and ICMP packets), because they doesséduto transfer
commands to filing system. The established packeture module ignores
such kinds of packets, and restricts its analyslg on the received TCP

packets.
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3.4 Packets Analyzer Module
After capturing IP packets and copying some oinfsrmation in IP
header and TCP header constructs, the contentsnoé &elds should be

tested. The test steps can be summarized as follows

1. Reading IP Header Fields:During reading the fields of IP header,
some remarks are noticed, theses remarks are:

a. After reading and testing the fields of IP headercl{ding
version, IP header length (IHL), type of serviceOQ), total
length, identification, flags, fragment offset, &nto live (TTL),
protocol type, checksum, source IP, destination ) value of
some fields are fixed in all received packets, v in Table
(3.3). While, the values of other fields vary fropacket to
another (like total length, checksum, source IP destination IP).

Table (3.3) The fixed fi elds’ values of IP header

Field | Version IHL TOS TTL Protocol
Sizein
bits 4 4 8 16 8
4 6 (TCP)
Value (IPv4) 5 words Routine| 128 sec¢.1 (ICMP)
17 (UDP)

b. Among all fields of IP header, two fields are vamportant and
considered in this work, these fields are sourcané destination
IP.

c. The two merged fields (version and IHL) in one bfyedd called
ip_verlen,are extracted by applying the following:

version= (ip_verlen and 240)>>4.
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IHL=ip_verlen and 15.
The value of version field is extracted by captgrihe highest 4
bits (i.e., highest significant nipple) from thetéyp verlen,
while the value ofHL field is extracted by getting the 4 least

significant bits in ip-verlen.

2. Reading TCP Header Fields:During reading TCP header fields, it
Is found that the first two fields (source port atestination port) are
important. After starting connection and tryingread a shared file
from another machine, it was found that either 8warce or
destination port will be equal to 139. Also, in sotests to access
some shared files, it is found that port number 4d46ld be used
instead of 139. Also during the analysis of TCPdeeait is found
that if the source port was equal to 139, thendéstination port
would be equal to a number greater than 1000, taraties from run
to another. Also if destination port was equal 39,1then the source
port would equal to a number greater than 1000.eSa@havior was
noticed when port 445 is used (instead of 139)c&ithe involved
transport protocol in any instance of accessingeshéles is TCP,
and the used ports in this protocol are 139 and 445

3. Simulating Different Types of Filing Access:In order to get
knowledge about the role of remaining contenthefECP packet in
the access instance of shared files, some tests lbeaen conducted
by simulating various types of filing access. Dgrihese test, some
read/write trials on shared files from another nnaehwere
performed. To simply searching for application poat, all the

packets that generated during these trials arsteggd in a capture
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file of type text. Having such a text files contiall data of packet
make the way of allocating the parts of packets #ssign the file
access type and the file name more easier.
During the investigating of the captured file conge the
following consideration and remarks are taken:
= The term “SMB” always exists in each packet, iaipart of a
4-bytes header, and the first byte is OxFF, followsy the
ASCII representation of the letters S, M, and B.
= Among the contents of the capture file, the namethsf
accessed files and their paths had been found. The
investigation of the remaining contents of the aegd packets
had indicated that the used application protoc@IES which
iIs a new version of SMB. The steps mentioned iredsd (3.2)
have been implemented to analyze only the packws t

related to events of accessing shared files.

Code List (3.2): Simulating Different Types of Filing Access.

I nput
TCP header record
ReadBuffer (0 to 1499) of byte.
Output
Data__file.txt
Begin
Stepl: Apply packet capture module.
Step2: Check if Src_portno =139 or Dst_portno=139 thentgstep 4.
Step3: Check if Src_portno =445 or Dst_portno=445 thentgstep 4, Else go tq
step 5.
Step 4: Copy data from ReadBuffer(40) to the end of paickBiata_file.txt.
Step 5: End.

57



Chapter Three

NIM System Design

3.4.1 Matching the CIFS Frame Function

After capturing the CIFS packets, the CIFS heads=rond is

extracted, the elements of the record are listélchbvle (3.4).

This extraction is done by copying data fréteadBuffernto CIFS

header record. This data laid in the area extefrded element 40 to 71 in

Table (3.4) CIFS Header field

Field

Sizein bytes

Value

Delimiter

1

256

ID1

S

ID2

HMH

ID3

HB”

Command

162 or 1

Error class

Must zero

Error code

Flag

Flag2

1
1
1
2
1

2

Pad

2

TID

P1D

UiD

MID

1
2
2
2
2

ReadBuffeas shown in Figure (3.4).

4C

72

IP packet IP headenn TCP head{ CIFS header | Data

01234567 01234567V 0123457 01234567
OxFF S M B
CIFS header command Error class| Must zero Error codle
flags Flag2
pad

TID PID

uiD MID
Fig. (3.4) The position of CIFS header from IP pack et [CODO07]
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The implemented steps for extracting CIFS headardeis similar
to that mentioned in code list (3.2), but it diffat in step 4. Instead of
copying data in a text file, it copy in CIFS headsrord.

3.5 Packet Filter Module

It was noticed that various types of packets aceived at each
moment, this module filters these packets and sehdthose filters related
to file access operations for analysis. Among weridypes of received
packets the following packets which have beenrétieout are:

1. Handshake packets: such packets are used to sktaldbnnection.

2. Broadcast packets: such kind of packets hold shwm$sages in
certain contexts, they sent by any machine andveddy all the
other, this type of packets uses UDP protocol.

3. ICMP packets: such packets are used to send a fpomg one
machine to another.

4. SMB negotiate: such packets sent by a client mactarthe server,
they send as the first SMB packets during the cctore

5. Session_setup_andX packets: they are SMB commackkisaby
which the client can continue to logon to the serfveequired.

6. Tree_connect_andX packets: through such SMB commackets,
the user can connect with the network.

7. Other SMB commands packets: include some packeteeoSMB
commands that are not necessary in our proposei@nsydike
SMB_Close.

8. The repeated packets: some packets are repeatzdlyos different

purposes, the most important one is for synchraioiza
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9. Server response packets: each command has two ¢ypesckets,
client request and server response. The proposteinsygnores such
kind of packets.

3.6 Packets Processing Module

During capturing, pre analyzing and filtering stagthe IP header,
TCP header, CIFS header and data are extracteketfaocessing module
Is responsible for further analyzing the packettakes CIFS header record
with its remaining data to extract more informatedrout the nature of the
events of accessing shared files. The extractednmgtion include: names
of files, type of access, source address...etc.

The remaining contents of packet is called commaaaket.
Command packet is identified by trommandfield in CIFS header
(CIFS.cm@. The CIFS command packets indicate which fileeasmg
command is hold in the captured packet (like SMBMCOELETE
DIRECTORY 0x01, SMB_COM_OPEN 0x02, SMB_COM_CREATE
0x03...etc).

Generally, there are two kinds of CIEK®mmandpackets, either
client request or server response packets. Padkeegsing module is
concerned with the client request packet and ibrgs server response
packets.

The types of access that considered in this woek Bead, Write,
Copy, and Delete accesses. According to theseafeesses, the following
four cases have been applied:

1. Read Access. The type of command packet that used in this acises
NTcreate_andXAll CIFS commands have specific numbers, and the
command number dfiTcreate_and>equal 0xA2 Figure (2.13) shows

the header oNTcreate_andXxommand. To copy the remaining data
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from ReadBufferto NTcreate andXheader, its dedicated record is

created. Table (3.5) shows the fields of this récor

Table (3.5) NTcreate_andX header fields

Field Sizein bytes
Wordcount
andXcommand
AndXreserved
andXoffset
Reserved
Namelength

Flags
RootDirectoryFid
DesiredAccess
AllocationSize
FileAttributes
ShareAccess
CreateDisposition
CreateOptions
ImpersonationLevel
SecurityFlags
Bytecount

mmbeHNHHH

ST FNININ IR

specified in

Filename Namelength field

To check if the received TCP packetN$create and>r not, the
CIFS_cmdfield must be checked. If the fieldIFS.cmmdequal to A2,
then the data segment ReadBufferstarted from72 to the value
specified inip_totallengthfield are copied intdNTcreate andXeader
record. Figure (3.5) illustrated the positionNfcreate _andXeader in
IP header.

To know if the received packet is client requess@nver response,
the WordCount field should be checked. (i.e., NTcreate andX.
WordCountfield equal 24, then the current packet is cliaguest and
should be analyzed, otherwise the current packstnsidered as server

response and it is omitted).
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IP packet | |P header TCP heao*er CIFSader| NTcreate_andX

~~

01234567 0123456|7 01234567 0314567
NTcreate andX heade| WordCount AndXComm AndXReservd AndXOffse
- Reserved NamelLength Flags
RootDirectory
DesiredAccess

AllocationSize

FileAttributes
ShareAccess
CreateDispos
CreateOptions

ImpLevel
SecurityFlags
Byte Count File Name

Fig. (3.5) NTcreate_andX header in IP packet [MIC06 ]

Then, the field that is checked in this stepN$create_andX.
DesiredAccess.The value in this field is used to specify theetyqpf

access, and it is represented by access mask agcodi

In Readcase, the value dfiTcreate_andX.DesiredAcceBsld is
equal to 0x20000. According to Table (2.2) thisueameans there is
Readaccess to the owner, group, and the discretioaacgss control
list (ACL) of the security descriptor.

The name of file that is accessed by a client empath is extracted
from the received packeiNTcreate andX.Filenaméeld is used to

specify the files’ names and paths.

2. Write Access. Like Read access, the type of command packetighat

implemented in this access MTcreate andX Therefore, this case
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applies the same check of client request packetiwihad been applied
in Readaccess.

To check if a client trying to access a shared filewriting, the
NTcreate_andX.DesiredAccdssdd must be checked. M/rite case, the
value of NTcreate_andX.DesiredAcces$ield is equal to 0x400000,
according to Table (2.2) this value means the¥dnse access to ACL.

3. Copy Access. If a client trying to access shared files®gpycommand,
then theNTcreate_andXackets are issued. Therefore, the same check
of client request packet that had been appliedR@ad and Write
accesses is applied @opyaccess.

To check if a client copies any file from sharedowces, the
NTcreate_andX.CreateOptiorfeeld must be checkedCreateOptions
field is defined as long type, and its possiblaugal are listed in Table
(2.4).

Copy access means that a new file is going to éa&ted. When the
user access type is Copy, tNé@create andx.CreateOptiofield must
be 0x000002. According to Table (2.4) this valuangethat a new file

IS created.

4. Delete Access. There are two types of command packets could be
applied to perform delete access; these type€ki® DeleteDirectory
andNTcreate_andX

CIFS_DeleteDirectorypackets are issued when a client try to
delete a directory from a shared resource, wiilereate _and>ackets

are issued when a file is deleted from a sharealres.
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The command number ofCIFS DeleteDirectoryis 1, (i.e.,
CIFS.cmd=). Figure (2.14) illustrates the header GIFS_Delete
Directory command.

In order to copy the remaining data frdteadBufferto the record
of CIFS_DeleteDirectoryheader, first the record ddeleteDirectory
header is created. Table (3.6) shows DiedeteDirectoryheader fields.
To check if the received TCP packet is the t¢JES_DeleteDirectory
or not, CIFS_cmdfield must be checked. If it is equal to 1, thée t
block of data in ReadBuffer (starting from position 72 up to
ip_totallength) are copied int€IFS_DeleteDirectoryreader record.

To know the name of the directory that is goindgpéodeleted by a
client and its path, the fieldCIFS_DeleteDirectory.Directoryname
should be used for this purpose.

In the case of a file deletion from a shared resoiny a client, the
field NTcreate_andX.DesiredAccessmust be checked. If
NTcreate_andX. DesiredAcceissld is equal 0x10000, then according
to Table (2.2) this value indicate there is defd¢eaccess.

Table (3.6) Delete directory header fields

Field Sizein bytes
Wordcount 1
Bytecount 1
Bufferformat 1
Directoryname >=2

The established packet processing module appliesatiove
mentioned checks to allocate the four types ofntéieaccesses to the
shared folders and files. Also, it gets the nanfethese folders and files

and their paths. Code list (3.3) illustrates thglamented steps of the
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packet processor.

Code List (3.3): Packet Processing Module.

I nput
ReadBuffer (0 to 1499) of byte.
IP header record as shown in Table(3.1).
CIFS header record as shown in Table (3.4).

Output
NTcreate_andX header record that shown in Tablg(3.5
DeleteDirectory header record that shown in Tablé)3
Access type as string.
File_name as string.

Begin

Stepl: Apply the CIFS header construction function.

Step2: If CIFS.cmd <> A2 then go to step 9.

Step3: Copy data from ReadBuffer (72) to ReadBuffer(imlkength) into
NTcreate_andX header record.

Step4: If NTcreate_andX.wordcount<>24 then go to stepl13.

Step5: If NTcreate_andX.DesiredAccesscaD000 then access_type="read” anji
go to step 12.

Step6:  If NTcreate_andX.DesiredAccess $Hx400000 then set accesy
type="write” and go to step 12.

Step7: If NTcreate_andX. CreateOptionsx@0002 then set access_ type="cop
and go to stepl2.

Step8: If NTcreate_andX.DesiredAccessd@®000 then set access_ type="deletf
and go to step 12, else go to step 13.

Step9: If CIFS.cmd <> 1 then go to step 13.

Stepl0: Copy data from ReadBuffer (72) to ReadBuffer @faltength) in
DeleteDirectory header record.

Stepll: Set file_name to DeleteDirectory.DirectoryName gondo step 13.

Stepl2: Set file_name to NTcreate_andX.FileName.

Step 13: End.
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3.7 Saving Packet Module

After applying the four previous modules (i.e., lpatccapture, packet
analyzer, packet filter, and packet processeshemdceived packets, some
information from each extracted packet is savedirigefent to server
machine. This module is used for saving some figldgch are extracted
from IP, TCP, CIFS, and NTcreate_andX packets ardl st to server
machine.

Saving and retrieval a data from binary files stéa than other types
of files (for example, text files). Therefore, ihig work binary files are
used to save the extracted information. These fisexzessed by
administrator only (i.e., they couldn’t accessedulsgrs). In each run, the
data append to these files until the administregaminates these data. In
order to access these binary files by the servehme, they are defined as
shared files. Shared file means that they coulddoessed at any instance
by more than one application. This binary sharkdi$i saved in a directory,
which should already be shared on the network tbitcdy the server
machine.

A new array callecsharedhad been created on each client to collect
all extracted fields before saving them in a binglvgred file. The extracted
fields are saved iBharedarray according to the following steps:

Stepl: The two fields (source IP, destination IP addreskjch are
extracted from IP header record, are saved in 8raray as follows:
Shared (i).source_|P=ipheader.ip_srcaddr.

Shared (i).dest_IP= ipheader.ip_destaddr.

Step2: The two fields (source port, destination port)regted from TCP
header record, are saved in Shared array as follows

Shared(i).source_Port= tcpheader.Src_portno.
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Shared(i).dest_Port=tcpheader.Dst_portno.

Step3: The Commandield extracted from CIFS header (which is saved i
access typevariable when applying packet processing modue) i
saved as follows:

Shared(i).command=access type.

Stepd: File name or Directory name fields are extracteadmf
NTcreate_andXr DeleteDirectoryheaders. These fields are already
exist inFile_namevariable, the contents of this variable are copied
in Sharedarray:

Shared (i).File_name=File_name

Code list (3.4) shows the implemented steps ofngpthe packet array in a

binary share file.

Code List (3.4) Saving Packet Module.

I nput
IP header record.
TCP header record.
Access_ type as string.
File_name as string.
Output
A binary shared file contains the array “Shared” wwh is a record type of:
Source_IP as string
Dest_IP as string
Source_Port as integer
Dest_Port as integer
Command as byte
File_name as string
File_path as stringAt_time as time
At_date as date
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Begin

Stepl: Set i=0.

Step2: From each received bulk of packets

Step2.1: Set Shared(i).Source IP to ipheader.ip_srcaddrd aet Shared(i)

Dest_IP to ipheader.ip_destaddr.

Step2.2: Set Shared(i).Source_port to tcpheader.Src_porama, set Shared(i)
Dest_Port to tcpheader.Dst_portno.

Step2.3: Call (Get_ FilePath) function to extract the Filpath from File_name.

Step2.4: Set Shared(i).Filename to File_name, set Shar&dg) path to
File_path

Step2.5: If access _type="read” then set Shared(i).commara 1,Else if
access_type="write” then set Shared(i).command tq Else Iif
access_type="copy” then set Shared(i).command tBI8e if access_typ¢
="delete” then set Shared(i).command to 4.

Step2.6: Get the time of access and save it in Shared(ilirAge, and get the Datg
of access and save it in Shared(i).At_date, incremiey 1.

Step 2.7: If i<1000 then go to step 2.1(for the new commgk of packets)

Step2.8: Open binary shared file and save the “Shared” aria this file, and se
i=0.

Step2.9: Check in stop command is not prompted then geefoAtl.

Step3: End.

3.8 The Monitoring Unit
Network security monitoring system monitors theits’ accesses to
the available storage shared resources, whichdkisy in server machine.
Therefore, the implementation of the proposed syst¢éas based on a
client-server model, and the monitoring unit is lempented on client side.
The combination of the modules (packet capturekgtaanalyzer,
packet filter, packet processing, and saving packetlules) makes the

monitoring unit. Code list (3.5) shows the implerteehsteps to manage the
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calling of these five modules to conduct the mamitp activity. While

Figure (3.6) shows the layout of monitoring unit.

Code list (3.5): Monitoring Unit

I nput
Row of data

Output
Database packets

Begin

Stepl: Do while connection is starts.

Step2: Apply Packet Capture module on the received gacke

Step3: Apply Creating CIFS header module on the outpuPatket Capture
module.

Step4: Apply Packet Processing module on the output eating CIFS heade
module.

Step5: Apply Saving Packet module on the output of PaCketure module and
the output of Packet Processing module.

Step6: Check if connection is not stop then go to step 1.

Step7: End.
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Network
Traffic
Packet Packet Analyzer Packet
Capture Module Processing
I
+_‘_+ v v v
IP TCP CIFS NTcreate_andX| | Deletedirectory
heade heade heade heade header
I I I I
: i i l v i l Packet;
Source| Destination | Source| Destination Command File File Savingg
IP IP Port Port Name | Path :

odule

Fig. (3.6) The layout of monitoring unit

3.9 The Proposed Access Control Service

As mentioned in chapter two, the job of Access @urgecurity
services is determine which information the user @ecess and which are
not. Therefore, the proposed monitoring unit regglian access control
service to control the access privileges of clients

In order to design a stable access control, thebeumf folders exist
in various PC machines have been calculated. Dahisgcheck, it is found
that maximum number of folders is around to (2000@)ers, and for files
it is (90000) files on the hard disks of the tedg€ti machines. Because of
this huge numbers of folders and files in some nmash) the first two
methods of access controls (i.e., protection tatdgabilities based) are
unsuitable to be implementing in this work. Therefahe method Access
Control Lists (ACLs) is the most suitable one tes ttvork. The proposed

access control and ACLs are similar in the way rafigating for each
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object which a specific user is allowed to accésd bbject. Figure (3.7)

shows the general format of the proposed accedsoton

Folder 1 | UsSerl |User2 . . User n
RWCD | RWCD RWCD
Folder 2| User1 jUser2 . User n
RWCD | RWCD RWCD
Folderi | Userl juUser2 . User n
RWCD | RWCD RWCD

Fig. (3.7) The general format of the proposed acces s control

The objects of the access control are machinesiefs| not
machines’ files because of the large numbers es$ fivhich leads to a long

search time to specify the access permission fdr elzent.

3.10 The Index Filing Module

Network Security Monitoring System monitors theénfij contents of
the shared resources of the server's machine;ftrerat requires indexing
for all folders and files of the server’s machine.

Before indexing all drives, folders, and files bktshared storage
area in the server machine, three arrays have dcreated, these arrays are:
index_drives, index_folderandindex_files

Index_driveds an array of records; each record consistiigé _no,
drive name, first_folder, last_folder, first_fil@st_file fields as shown in
Table (3.7). Whilendex_foldersalso is an array of records; the elements of
the record aréolder_number, folder_name, folder_path, drive fietds as

shown in Table (3.8)ndex_filesis an array of records, each record consist
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of file_number, file_name, file_path, drive_fields, as shown in Table
(3.9).

Table (3.7) Index_Drives DB

_ Size -
Field Name Description
(Byte)
Drive_no 1 Specifies the host drive number.
Drive namel 2 Specifies the host drive name.
Specifies the index number of first child folderved in this
First_folder | 2 .
drive.
Specifies the index number of last child foldereghin this
Last_folder| 2 .
drive.
First file Specifies the index number of first file existims drive.
Last_file 4 Specifies the index number of last &hast in this drive.
Table (3.8) Index_Folders DB
Field Name | Size (Byte) | Description
Folder_no 2 Specifies the index number of the folde
Folder_name 50 Specifies the name of the folder.

Folder_path 800 Specifies the complete path ofdluer.
Drive_no 1 Specifies number of the host drive o thider.
Table (3.9) Index_Files DB
Field Name | Size (Byte) | Description
File_no 4 Specifies the index number of the file.
File_name 50 Specifies the name of file.
File_path 800 Specifies the complete path of file.
Drive_no 1 Specifies the index number of the hoistedof this file.
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The steps of file indexing module are summarizethleyfollowing:

1. Reading Hard Disk’s Drives: This module begins to allocate the hard
disk’s drives of the server machine, and specifynggue number to
each drive, and finally save this numbeindex_drives.drive_néeld.
Also, this module gets the name of each drive aade sit in

index_drives.drive_nantfeeld.

2. Reading Drives’ Folders:The module reads the first folder that exist in
first drive using the API functiofrindFirstFile, this function opens a
search handle, searches a folder, and returnsatme of the first file
exist in that folder. Then, as next step the figexing module reads all
folders, subfolders, and all files exist in thersbad drive using the API
function FindNextFile This function continues the file search from the
previous call to th&indFirstFile function.

The FileNameis a string variable used ByndNextFilefunction,
this variable holds the scanned names of foldedsfitas. The attributes
of this variable must be checked to recognize wdrethe detected
entity is a folder or a file. If the attributes BiieNamerefers to folder,
then the module assign to this folder a uniquexndember, and save it
in index_folders.folder_ndield. Also it will save theFileName in
index_foldes.folder_nanfesld, and save the complete path of folder in
index_folders. folder_patfeld.

Also this module save for each scanned drive tdexmumber of
the first folder detected, in that drive, imdex_drives.first_foldefield,
and save the index number of the last detectecifaslist in the same

scanned drive imdex_drives.last_folddreld.

3. Scanning Files in Folders:The files also scanned by checking the

attributes ofFileName,if the check of folder attributes is failed, thie
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scanned entity is considered a file. The modulggads each detected
file a unique index number, and save this numbéndex_files.File_no
field, and theFileNamein index_files. file_namdield, and saves the
complete file path index_files.file_pattield.

Also this module save the index number of firstedetd file in
index_drives.first_filefield, and the index number of the last detected
file in index_drives.last_filefield for each drive. When the search

handle became null, then it's closed usingRhme Closefunction.

Saving the index of all folders and files in thiayns similar to using
pointers (i.e., there is a pointer for each drigéer to the position of its
folders and files in the lists), while the inteiaot between these arrays

seems like those in tree structure as shown inr&i(gi8).

Index_drives array

Drive_no:0 Drive_no :1
Drive_name:C Drive_name: D
First_folder :0 First_folder :5001
Last_folder :500Q Last_folder:6000
First_file:0 First_file:10001
Last file :10000 | Last file:2500i

T

0|12 .[ |. 5001 |.. 6000| . .[n 01 2. ..10001..25030..1!1

Index_folders array Index_files array

Fig. (3.8) The relationship between the index_drive s array, index_folders

array, and index_files array

To easily recall the arrays’ information by otheodules, the arrays

(index_drives, index_folderandindex files)are saved in three DB table

74



Chapter Three NSM System Design

files. In this work, the binary format was usedestablish these tables,
because this type of files saves and retrieves ttaa faster than other
structural database files (like Microsoft ACCESH)e implemented steps
of the module “indexing folders and files” are shmowi Code List (3.6).
Some folders which are saved in the same drive kbagetly same
names. Therefore, the complete path for each faddrfile is saved. For
example, suppose that the following two paths ated in a host drive,
“C:\Document and  setting\ computerl \WINDOWS”, and
“C\\WINDOWS". In such case, the folder “WINDOWS” isx in two
different places in the drive. When the module megdolder's work on
this disk, an error (“names duplication”) will bagpen when these folders
are saved inindex_foldersarray. For this reason the registration of

complete path for each folder and file is necessary
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Code List(3.6): Indexing Tiles Module.

I nput

Output

All hard disk’s drives of the server machine.

Folders DB contains three tables (in binary form&ld the data of the

following three structure arrays:

Index_drives (O to 9) array of

Drive_no as byte
Drive_name as string * 2
First_folder as integer
Last_folder as integer
First_file as long

Last_file as long

Index_folders (0O to 20000) array of

Drive_no as byte

Folder_no as integer
Folder_name as string * 50
Folder_path (0 to 15) as string* 50

Index_files (O to 100000) array of

Begin

Stepl: Read all drives of hard disk by Drive List Box woh
Step2:
Step3:

Drive_no as byte

File_no as long

File_name as string *50
File_path (0 to 15) as string*50

Set n to the number of drives.
Set d, fo, fi equal to 0.

Step4: Set d equal to Index_drives(d).drive_no; and setedrlist(d) equal to

Index_drives(d) .drive_name.
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StepS: Set fo equal to Index_drives(d).first_folder; ars#t fi equal to
Index_drives(d). first_file.

Step 6: Call FindFirstFile function for the derive (Indexrides(d).drive_name
and put its retrieved non-empty string in Filename

Step 7: Check if Filename=" And “..”, then go to step 10.

Step8: Check if the attributes of Filename refers to Feolthen

Step8.1: Put fo in Index_folders (fo). folder_no;

Step8.2: Put Filename in Index_folders(fo).folder_name;

Step8.3: Apply get_path function on Filename and put theeeed path string in
Index_folders(fo). folder_path;

Step8.4: Increment fo by 1 and go to step 10.

Step9: Put fi in Index_files(fi).file_no; put Filename index_files(fi). file_name

Apply get_path function on Filename and put theieeed path string in

Index_file(fi).file_path; increment fi by 1.

Step 10: Call FindNextFile function and check, if thereasother file or folder
then put the non empty string in Filename and gstép 7.

Stepll: Call FindClose function.

Stepl2: Put fo-1 in Index_drive(d).last_folder, and putlfiin Index_drive(d).
last_file.

Step 13: Increment d by 1; check if d<n then go to step4.

Step 14: Save Index_drives, Index_folders and Index_fitesya in binary files.

Step 15: End.

3.11 Tree Builder Module

In this work, the administrator is responsible &bk the monitoring
rules; he enters to the system after he passespdwfic ID and password.
He should specify the available access to each. uBeerefore, the
administration interface shows all listed folddlmse registered in folders
database, to administrate in a clear form and dsilyyused. Thdreeview

control is used to view all registered foldersaes assignment.
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The TreeView control is designed to display data which is
hierarchical in nature, such as organization tréesentries in an index, the
files and folders on a disk.

A node in this tree can be expanded or collapseggemding on
whether or not it has child nodes or not. The erpdnor collapsed nodes
events are important to administrate the hierartdidéer list to the desired
depth (as he wants).

Also a node can be checked by its check box. Tiapaty is very
important in rules specification. In the proposegstem, folders are
checked by administrator, if he check any foldemeans that he want to
specify rules to that folder. Immediately, a smaihdow appears for
adding rules. Figure (3.9) shows the list of alivels exist on a server
machine with their hosted folders usifigeeViewcontrol.

The tree builder module builds the tree by loacddaim the folders
database, code list (3.7) shows the implementgs stetree builder.

When using tree builder module; it is important riotice that
index_tree.ruledield, which is the output of this module, is Istimpty, this

field is filled when using the “add rules” module.
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Code List (3.7) Tree Builder Module.

I nput
Folders DB table contains the index_folders array.

Drives DB table contains the index_drives array.

Output
A binary file contains the index_Tree(0 to 20000awg of record, each
element consists of:

Node as as string * 50
Index as integer

Path as string * 750
Rules (1 to 4) as byte

Begin

Stepl: Get index_drives and index_folders arrays from DBs

Step2: Set d =0, set index=0, and enable the treeviegckbox.

Step 3: Check if index_drive(d).drive_name= null then gstep 10.

Step4d: Set i = index_drives(d).startfolder.

Step5: Check if i > index_drives(d).endfolder then gstep 9.

Step6: Check if index_folders(i).folder_name and indebddrs(i).folder_path is
exist in the tree then go to step 8.

Step7: Set index_tree (index).node = index_folders(iléol name, set index_tref
(index).index = index, set index_tree (index).paihdex_folders(i).
folder_path, increment index by 1.

Step8: Increment i by 1 and go to step 5.

Step9: Increment d by 1 and go to step 3.

Stepl0: End.

3.12 Add Rules Module

This module is responsible for initiating the rul@scluding access
privileges) using the database table for file indgx(folders database).

This module uses the output data of the module ffilexing”.
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The module “add rules” requires applying the tragder module in
each run; because the tree is terminated aftemthtkile is stopped. After
apply tree builder module, the tree of folders appdo administrator in
order to initialize the rules. This tree contaihgck box on the left of each
folder, by which he can specify (choose) the fddeat can be accessed by
specific user, see Figure (3.9). Also this treetamis a small window on
the top right corner, by which administrator casigs the allowed rules.

Code list (3.8) shows the steps of add rules module

Code List (3.8) Add Rules Modules.

I nput
A binary file contains the index_Tree (0 to 200@0ay of record, each
consist of:
Node as integer
Index as string * 50
Path as string * 750
rules (1 to 4) as byte
Output
A binary file contains the index_Tree (0 to 2000lated by new rules.
Begin
Stepl: Apply Tree Builder module on index_Tree array.
Step 2: Check if tree.node.checkbox<>true then go to 8tep
Step 3: Check the list of users, if list_users are chedketh set i= user numbe
Else go to step 8.
Stepd: Check if rules(i) <= 0 then go to step 6.
Step5S: Check if read.check=true then set rules(i)=rulgsfi 1,
if write.check=true then set rules(i)=rules(i) or 2
if copy.check=true then set rules(i)=rules(i) ar 4
if delete.check=true then set rules(i)=rules(i)&r
Step6: Increment i by 1 and check if i <=4 then go topele

Continue
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Step 7: Check if there is more specified rules for suctientinen go to step 2.

Step8: Open a binary file, save rules, and close file.

Step9: End.

3.13 Rules Implementation

In order to reduce the memory consumption, thegassi rules have
been registered in bitmap form (i.e., assigning loihéo specify the status
of one access type). This registration mechanightdeusing an array of
bytes, calledRules.The length of this array is equal to the number of
monitored users’ (i.e., the number of users hauglgge to use the shared
storage resources). If the number of users equal then the length of
Rulesarray equal to n.

In this work, four types of folders and files acges are considered:
Read, Write, Copy, and Delete. The status (perchdtenot) of each access
type needs one bit to be represented; thereforbitsA are needed to
represent the status of the four types of accesdan3his work, each entry
of Rulesarray had given 8 bits (1 byte). The most righit4 are used, and
the other 4 bits are ignored as shown in FigurkQ)3.

Bit number 1 2 3 4 5,6,7,8
Represent READ | WRITE | COPY| DELETE Ignore

Fig. (3.10) Bitmap representation

Each element of the array hold the assign rulexdotain user, for

exampleRules(1) contains the rules of user numbeRLjes(2) contains
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the rules of user number 2, ...etc. To assign rueséch folder for any

user, theRulesarray is presented in form of table as shown engkample

shown in Figure (3.11). In this example, four ussesincluded in the rules

table. Therefore, the length Blulesarray equal 4 for each folder or drive.

In this example, userl which is representedRiojes(1), can read, write,
copy, and delete the folder “C:\WINDOWS”, because Yalue oRules(1)
is equal 15. While, user2 which is representedRbies(2), can only read

and write on the same folder. The range of valdeRwesarray in the

proposed system is [0, 15].

Folder Folder “User 1" “User 2" “User 3" “User 4"
Name path Rules(1)= 15| Rules(2)=3 Rules(3)= 4 Rules(4)=1
WINDOWS | C:\ D‘C|W‘R D‘C‘W|R D|C|W‘R D‘C‘W|R

tj1jr]ifojo1] 9 39 ¢ ¢ p9

=

Fig. (3.11) An example of Rules array’s representation

3.14 Modify Rules Module

The steps of modify rules module can be summarasiollows:

1. Taking data fromndex_treearray.

2. Applying tree builder module andex_treearray.

3. Display the exist rules, and gives the administrakee ability to

modify the exist rules.

4. Saves the changesimdex_treearray.

The administrator can adds or erases any typeaalsado any folder

for any user. Code list (3.9) shows the implemersisgs of the module

“modify rules”.

In this code list, building the exwv tree and fixing the

83



Chapter Three NSM System Design

existing rules are illustrated by steps [1-8]. taps9, the module of add

“rules” module is called to add other new rules.

Code List (3.9): Modify Rules Module

I nput
A binary file contains the index_Tree (0 to 200@®)ay of record
(consist of Node, Index, Path, rules()):
Output
A binary file that contains index_Tree hold thedmfied rules.
Begin
Step 1: Apply Tree Builder module on index_Tree array.
Step2: Set i =0.
Step3: Check if index_tree(i).node= null then go to s@ep
Step4: Check if index_tree(i).node.check<>true then gsteps8 .
Step5: Set j=0, check if index_tree(i).rules(j) <= 0 then go tes 7.
Step 6: If index_tree(i).rules(j) and 1 < >0 then read.dketrue,
if index_tree(i).rules(j) and 2 < >0 then write.atle=true,
if index_tree(i).rules(j) and 4 < >0 then copy.chketrue,
if index_tree(i).rules(j) and 8 < >0 then deleteetk=true.
Step7: Increment j by 1, and check if j<=4 go to step 6.
Step 8: Increment i by 1 and go to step3.
Step 9: Call Add rules module beginning from step2.
Step 10: End.

3.15 Report Module

Report module is responsible for binding the nmammig unit with
administration interface, by taking the output odmtoring unit and the
output of administration unit. This module compabetween these two
outputs, and makes a report about the users ascésseileges). The

implemented steps of this module are show in cz€3.10). In this code
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list, there is a calling to get_user function iepd, the input of this function
Is “source IP number” and the output is the usenlmer which is assigned

to that IP, the implemented steps of this funcebawn in code list (3.11).

Code List (3.10) Report Module.

I nput

() A binary shared file contains the array Shart¢010000) of record, each
record consists of the following members:
Source_IP as string
Dest_IP as string
Source_Port as integer
Dest_Port as integer
Command as byte
File_name as string
File_path as string
At_time as time
At_date as date

(i) A binary file that contains the index_Tree t® 20000) array of records

each record consists of the following members:
Node as integer
Index as string * 50
Path as string * 750

rules (1 to 4) as byte
Output
Report

Begin

Stepl: Seti=0, setj=0.

Step2: Check if shar(i).source_ip = null then go to st2pl

Step3: Check if index_tree(j).node = null then go to stdp.

Step4: Check if index_tree(j). node doesn't exist in ¢idite_path then go to
step 10.

Continue
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Step 5: Call get_user function.

Step 6: Check if index_tree(j).rules(user) > 0 then cadlt gules function, Elsg
set allowed=false and go to step 8.

Step7: Check if index_tree(j).rules(user)=shar(i).commandhen set
allowed=true, Else set allowed=false.

Step8: Add to report the items shar(i).source_ip, shad@st ip, shar(i).
source_port, shar(i).dest_port, shar(i).command, aréinfile_name,
shar(i).file_path, shar(i).at_time, shar(i).at_date

Step 9: Check if allowed=true then add to report “allowedcess”, Else add tq
report “not allowed access”.

Step 10: Increment j by 1 and go to step 3.

Step 11: Increment i by 1 and go to step 2.

Code [ist (3.11) Get_User Function

I nput
shar(i).source_ip as string.

Output
User as byte.

Begin

Stepl: If shar(i).source_ip=10.0.0.1 Then user =1,
Else If shar(i).source_ip=10.0.0.2 Then user = 2,
Else If shar(i).source_ip=10.0.0.3 Then user = 3,
Else If shar(i).source_ip=10.0.0.4 Then user = 4,

Step2: End.

=,
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Abstract

This research is concerned with the design andemehtation of a
network security monitoring system. A focus was patmonitoring the
shared network resources (specifically filing sgsteln this work, the
layers of TCP/IP suite have been studied and tloéss in the process of
network monitoring were defined, it was found thtta internet layer can
play the major role. Also, in this project a filimgdex system to index the
files of network resources was built.

The layout of the established monitoring systemmoimposed of two
major units (i.e., monitoring and administratiorits) The monitoring unit
works on client side; it monitors all users’ acesst network resources by



capturing the IP packets, and then analyze, fiied assess their security
aspects. Finally, it saves some of extracted pzfrthe IP packets in a
database. The administration unit work on servee,sit is used for

indexing the network resources (i.e., shared fded folders). This unit

permits the administrator to assign some availables to manage the
users' accesses. Finally, some reports could lduped, by merging the

outputs of both units (monitoring and administrajio The registered

information about the captured packets are compaiéld the assigned

access' rules for each subject to produce thegeneports.

The results of the conducted tests indicate thatsthge of filtering
out the unnecessary packets is very importanthdf monitoring unit
considers only the relevant packets, then the pednce of the system
increases and the performance will be stable evkanwhere is high
network traffic load.

The proposed monitoring system has been establigiedg
Windows API functions with Microsoft Visual Basic6
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