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Abstract

As the number of users connects to the internet increases rapidly,
Electronic mail (E-mail) is quickly becoming one of the fastest and most
economical forms of communication available, since E-mail is extremely
cheep and easy to send. As our lives have become ever increasingly tied up
to the online world, the volume of E-mails coming into our inboxes has
also been increasing, so the problem of email filtering is a critical one. The
current solution usually consists of using E-mail filtering program that can
filter incoming E-mail according to user specified rules; this program is the
E-mail Filtering Agent (EMFA).

EMFA system splits E-mails into categories, this would help to
automate the process of sorting through E-mail and applying actions (such
as deleting unwanted mail or forwarding or replying messages to a specific
address).

The agent learns the actions to be performed on E-mail and the
features to be used in the classification task from predefined examples in
the system. It uses machine learning to classify the messages into two
lists: Negative list (that contains unwanted messages) and Positive list (that
contains the messages that must be forwarded or replied) and then discard
the contents of the negative list and reply or forward the positive list
messages.

To implement EMFA system, JAVA language was used. It provides
a set of abstract classes defining objects that comprise the E-mail system
also supporting the creation of sophisticated user interfaces.
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Chapter One
General Infroduction

1.1 Introduction

E-mail communication has become more availables being used
as a fundamental communication tool by millionspaople around the
world. E-mail is used to organize meetings, manageal work teams,
discuss work-related proposal, make announcemedtsave problems. A
user may receive tens or even hundreds of emads/&lay. E-mail users
commonly try to manage the large amount of emhgy treceive by using
automatic approach to processing the email whidaled email filtering
[Che06].

Email filtering is the processing of e-mail to ongze it according to
specified criterion. Most often this refers to thetomatic processing of
incoming messages, but the term also applies tinteevention of human
intelligence in addition to artificial intelligencand to outgoing emails as
well as those being received. Email filtering s@fter inputs email and for
its output, it might pass the message through urgdthfor delivery to the
user's mailbox, it might redirect the message fivdry elsewhere, or it
might even throw the message away. Some mail dilege able to edit
messages during processing [Wik07].

The problem of email filtering is a very practicaile. As our lives
become ever increasingly tied to the online wotlek volume of email

coming into our inboxes has also been increasiagddy. The solution
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usually consists of using a mail filtering progrdinat can sort incoming
mail based on user conditions. Here is where macldarning comes to
the rescue. If we can train a machine, or ratheormputer program, to
learn what email should go where, Junk mail woddliscarded.

Instead of simply offering tools that are manipedtaby human users,
an email agent attempts to organize email massagematically based on
its knowledge about each individual user.

Agent architecture has been developed which obseeveuser
performing tasks, and identifies features which lsarused as training data
by a learning algorithm. Using the learned profé@ agent can give a
device to the user on dealing with new situatioifse agent uses sender
and recipient field of the message and the keywbads the subject field.
Other information such as whether the message d&s tiead, whether it is

a reply to a previous message, etc [Pay97].

1.2 Literature Survey
* In 1994, Y. Lashkaret al. [Las94] have presented interface agents

for the electronic mail domain used in commercrabé application.
The interface agent monitors the actions of the aser long period
of time, finds recurrent patterns and offers tooedte them. They
had used Memory Based Reasoning algorithm. A pnobleas
occurred when he used it, so collaborative agestsused.
Collaborative agents consist of a number of agbeienging to
other users. It allows each agent to built a modleach agents area

of expertise.
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In 1994, T. Payne [Pay94] had described the dewsdop of an
agent which employs machine learning techniquedidocover rules
for filtering email. The agent makes use of a maehlearning
approach to build up a user model or profile of tisers’ interests.
User actions are observed for use in creating raled these rules
are used to filter incoming mail messages. The Ghfuction
algorithm is used to induce rules based on theserweations. He had
show that features from the body of an email messag be utilized
as well as more traditional features such as thgestior sender
fields.

In 1999, Y.Chang [Cha99] had presented Pine matesy under
UNIX that use sort mail algorithm to solve the deyb of email

filtering by using text classification. Text clafssation takes a
document consisting of a set of words and triegdtegorize the
document among a specified set of topics, or ctagben put each

email as belonging to a particular folder.

In 2000, J. Rennie [Ren00] had presented a filjespstem, ifile,
that use to automate classification techniquesgtty personal email.
Ifile use an efficient supervised Naive Bayes immatation which
can both built a classification model and filtemeav email messages.
Each document in a user’s corpus was labeled aogptd a model
built on the rest of the email messages. He hasissed the result of

classifying the text of message and selects theopppte folder.
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* In 2000,M. Pazzani [PazOO]had discussed a variétgpproaches
that could learn a profile of a user’'s interestsffitering mail. He
has used text mining algorithm to create understiledprofiles of a
user’s interests and word pairs as terms increthgeacceptance of
profiles and learned from noisy training data. Hel Hound that
subjects have little confidence in learned rulestéat classification
and suggest that using word pairs as terms mayownepthe user

acceptance learned prototype profiles.

* In 2003,N.Turenne [TurO3]had discussed the termateling method
evaluated by a text classification task involvingeu profile. The
clustering algorithm is based on the extractiomeoms in a training
corpus. He had demonstrated the utility of his apphn in electronic
mail classification. The e-mail folder represerite user areas of
interest. Several classification strategies thatauer a personal set

of text have been compared to form mailing lists.

1.3 Theaim of Thesis:
The aim of project is to build an agent that deledevard and reply
mail messages. It is used to assist the user gsiffang mail message into

different folders, and then filtered them accordingpecifying conditions.

1.4 Thesis Layout
This thesis was organized as follows:
 Chapter two: This chapter presents the structure of electronic
messages and how to deal with them and how to rcabsthe

intelligent agent to be use for email filtering.
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Chapter three: This chapter presents the design requirements and
considerations of the EMFA, and then the structfréhe system

will be explained with the modules and the alganshthat are used

to implement this system.

Chapter four: This chapter presents user interface and evatuafio
the designed system.

Chapter five: This chapter introduces conclusions on this waikh

recommendations for future.



Chapter Two
Email and Intelligent Agent overview

2.1 Introduction

Email stands for electronic mail. While it origted as an after thought
to the beginnings of the Internet, it is currentlge of the most popular
services of the Internet. Email does not have tinte¥net based. It can be an
in-house service that reaches only a certain ptpaolanternet email can be

sent to anyone in the world who has an Internetleaddress [Cam96].

Electronic mail is a natural use of networked comization
technology that developed along with the evolutidrthe Internet. Indeed,
message exchange in one form or another has eXrstadthe early days of
timesharing computers. Network capable email waseldped for the
ARPANET shortly after its creation, and has nowlesd into the powerful
email technology that is the most widely used ajaplon on the Internet
today [Cro78].

Key events and milestones in the invention of éraae described

below:

Timesharing computers. With the development in the early 1960's
of timesharing computers that could run more thaa program at
once, many research organizations wrote progranex¢bange text
messages and even real-time chat among userdaedtfterminals.
As is often the case, more than one person ataime $ime noticed

that it was a natural use of a new technology tterek human
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communications. However, these early systems weaitet to use by
the group of people using one computer [Cro78]

* SNDMSG & READMAIL: In the early 1970's, Ray Tomlinson was
working on a small team developing the TENEX opegasystem,
with local email programs called SNDMSG and to eatethe
addressing to the network, Tomlinson chose the foernial at"
symbol to combine the user and host names, prayithe naturally
meaningful notation "user@host" that is the stathdfor emalil
addressingoday. These early programs had simple functignaiid
were command line driven, but established the basiesactional
model that still defines the technology email getat to someone's
mailbox [Cro78]

* MAIL & MLFL. In 1972, the commands MAIL and MLFL were
added to the FTP (file transfer protocol) progranptovide standard
network transport capabilities for email transnossi FTP sent a
separate copy of each email to each recipient, @odided the
standard ARPANET email functionality until the gafl980's when
the more efficient SMTP (simple mail transfer pamif) protocol was
developed. Among other improvements, SMTP enabtdliag a
single message to a domain with more than one ssidaéter which
the local server would locally copy the messagesdch recipient
[Cro78]

Commercial Email. In 1988, Vinton Cerfarranged for the connection
of MCI Mail to the NSFNET through the Corporatiaor the National
Research Initiative (CNRI) for "experimental uspfoviding the first

sanctioned commercial use of the Internet. Shonigyeafter, in 1989,



Chapter Two Email and Intelligent Agent overview

the Compuserve mail system also connected to tHeNRS, through
the Ohio State University network [Cro78]

Online Services. In 1993, the large network service providers America
Online and Delphi started to connect their propngemail systems to
the Internet, beginning the large scale adoptiotntdrnet email as a
global standard [Cro78]

As the most popular application on the Internkgtgteonic mail (email)
has become an increasingly critical tool to runnangpusiness and/or one's
daily life. Many people are overloaded with a largenber of emails on a
regular basis, and important messages can ofterfgetd under piles of
other emails by mistake. Existing email softwarpidglly offers functions
that help users manage multiple email accountsarizg their emails into
folders, specify filters to sort emails automatigély subject, sender, etc. and

to block unwanted emails [Den98].

2.2 Artificial Intelligent

The science of artificial Intelligent (Al) is apgpamately forty years
old, dating back to a conference held at Dartmautt958. In the early years,
the excitement of both scientists and the populesptended to overstate the
real world prowess of Al system. The early successere followed by a
slow realization that what was hard for peopleddodt almost impossible for
computers to do. The promise of the early yearskasr been fully realized,
and Al research and the term artificial intelligerttave become associated
with failure and technology.

After 40 years of work, three major phrases of tgwment in Al
research can be identified. In the early years,hhmafcthe work dealt with
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formal problems that were structured and had wefiréd problem
boundaries .This included work on math-related Iskduch as proving
theorems, geometry, calculus, and playing gamds asichess.

In this first phase, the emphasis was on creating general "thinking
machines" which would be capable of solving brodadses of problems.

A second phase began with the recognition that the most succégdfu
projects were aimed at very narrow problem domaing usually encoded
much specific knowledge about the problem to beesbl

At the third phase, much of the Al community has been working on
solving the difficult problems of machine visiondaspeech, natural language
understanding and translation, commonsense reggaama robot control. A
branch of Al known as connectionism regained pajyland expanded the
range of commercial application through the usaefral networks for data
mining ,modeling ,and adaptive control. Recentig éxplosive growth in the
Internet and distributed computing has led to theaiof agents that move
through the network, interacting with each othed gerforming tasks for
their users.

Intelligent agents use the latest Al techniqueprtavide autonomous,
intelligent, and mobile software agents, therebterating the reach of users

across networks [Big01].

2.3 Agent

An agent is anything that can be viewed as perwis environment
through sensors and acting upon that environmeotighh effectors. A human
agent has eyes, ears, other organs for sensorbaarthnds, legs, mouth, and
other body parts for effectors. A robotic agent stilbtes cameras and
infrared range finder for the sensors and varioogsors for the effectors. A

generic agent is diagrammed in figure (2.1).



Chapter Two Email and Intelligent Agent overview

Sensors

percepts

actions

actuators

Figure(2.1) Agent diagram

A software agent should display some of the charestics that are

associate with human intelligence: learning, infieee adaptability,

independence, creativity, etc. In other words, fawsre agent is a program

that its users can delegate tasks to, rather tbemmanding it to perform the
tasks [HuiOQ].
Any software agent must have the following charastics:
e It must be autonomous, which means that it canabdpeosn its own
without a direct human command. Software agents hadividual
internal States and goals, and act in such a mamhd¢o meet their

goals on behalf of their users.

* It must be personalized; that is, it acquires tilser's interests and

adapts as it evolves over time.

* It must be persistent, either run continuously aresits state, so that

the user can see the agent as a stable entity emelog a trust
relationship with it.

There are some examples of software agents iniggact
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* An agent that sorts through e-mail messages #misfout unsolicited

commercial e-mail commonly known as spam.

 An agent that searches for information on the Wealther directly by

looking at Web sites, or by sending queries toammore search engines.

* An agent that learns what type of news storiesex is interested in, and

fetches suitable content from news sources su€@Na$ MSNBC, and other

major media sites.

» An agent that compares prices on products farsuseross a variety of sites,
and offers "comparison shopping" through a Weérface.

» Mobile agents that send themselves to a cengaling site to exchange
information and barter for prices on productsenvices, and then return to
their users with prices and costs.

* An agent that monitors a source of informatiac(sas a store catalog), for
changes relating to the interest of a user, sgamovie releases starring a
particular actor or actress, or new novels bgrigular author. Such an
agent might e-mail one or more users to alernttethis change.

Of course, software agents can be written to perfaif sorts of tasks,
limited only by one's imagination. For some timetifigial intelligence
researchers have been predicting that softwaretageth be the next "killer
application". While such a vision may be overlyiopstic, software agents
are likely to be a significant growth area in to&ufe.

As a language, Java is ideally suited to the dewedént of software
agents. With its built-in support for HTTP commuation, agent developers
can easily make their agents "Web aware," withibaitteed to write a custom
HTTP implementation. This helps agent developeracentrate on the
application, without being overly burdened by depatg the network code
[Dav02].

AR
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2.3.1 Agent Architectures

All the focusing in the beginning concerned witheat theory the
construction of formalisms for reasoning about &gjeand the properties of
agents expressed in such formalisms. The aim shifo the emphasis from
theory to practice. Considering the issues surrimgndhe construction of
computer systems that satisfy the properties gpdclly agent theorists. It
specifies how the agent can be decomposed intedhstruction of a set of
component modules and how these modules shouldade o interact. The
total set of modules and their interactions hagprtwvide an answer to the
guestion of how the sensor data and the curreetnat state of the agent
determine the actions and future internal statehef agent. Architecture
encompasses techniques and algorithms that supgp@t methodology
[Wo0098].

Agent theories are specifications which descritmv agents are
conceptualized, what properties they should hawk reow these properties
should be formally represented and reasoned about.

Agent architectures represent the move from sjgatibn to
implementation. They can be thought of as softwargineering models of
agents; researchers in this area are primarily exoiecl with the problem of
designing software or hardware systems that witisga the properties

specified by agent theorists.

2.3.1.1 Classical Approach: Deliberative Architectures

The term "deliberative agent" seems to have derivem use of the
term "deliberate agent" to mean a specific typeyhbolic architecture. A
deliberative agent or - agent architecture is based strong notion of agents

and contains an explicitly represented, symbolicdehcof the world, and

'Y
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decisions (for example about what actions to perjoare made via logical

(or at least pseudo-logical) reasoning, based ottempa matching and

symbolic manipulation.

In classical Al, symbolic representations provateinterface between
the independent information processing units. Raagoin this systems is
realized through logics, mostly second-order mothdecs.

The idea of deliberative agents based on purelicdbgeasoning is highly

appealing, but there are at least two importanblpras to be solved:

1. The transduction problem: that of translating tal world into an
accurate, adequate symbolic description, ie fion that description to be
useful.

2. The representation/reasoning problem: that of twosymbolically
represent information about complex real werltities and processes
(since computers may simulate reasoning buth#ointeraction with the
environment), and how to get agents to reastimtivis information in time

for the results to be useful.

2.3.1.2 Alternative Approaches. Reactive Architectures

A Reactive Architecture is an architecture thaeslmot include any
kind of central symbolic world model and doesn& asy complex reasoning.
The problems associated with symbolic Al have ledhes researchers to
qguestion the viability of the whole paradigm, andtie development of what

are generally known as reactive architectures.
2.4 From Al to Intelligent Agents

As in any Al application, what the agent is expédio do, and in what

domain, will have a significant impact on the tymd knowledge

'Y
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representation that use. If the agent has a linmtedber of situations it needs
to respond to, maybe hardcoding the intelligende procedural program

code are the solution. If the agent has to buildsa sophisticated models of
the problem domain and solve problems at diffelerels of abstraction, then

frames or semantic nets are the answer. In mancappns, it needs to use a
mixture of these knowledge representations.

Whether learning is a desirable function dependthen domain the
intelligent agent will work in, as well as the emnment. If the agent is long-
lived and will perform similar tasks many times idgr its lifetime, then
learning can be used to improve its performance.adiding learning would
be overkill if the agent will be used only occasiltin

The intelligent agent must have an equivalent sowfcinformation
about the world in which it lives. This informatiacomes in through its
sensors, which may not be same way that do, bsiillithas to be able to
gather information about its environment. This dobke done actively, by
sending messages to other agents or system, ould be done passively by
receiving a stream of event messages from the mydtee user, or other
agents. Just like people, the software agent meisaltbe to distinguish the
normal events from the significant events. In a eradsUl environment such
as Windows or Macintosh, the user generates a aanstream of events to
the underlying windowing system. The agents canitoothis stream and
must recognize sequences of basic user actionssgnowvement, pause,
click, mouse movement, pause, double-click) asatign some larger-scale
semantic event or user action.

If the agent works in the e-mail or newsgroup mamdomain, it will
have to recognize when new documents arrive, whélleeuser is interested
in the subject matter or not, and whether to inf@rthe user at some other

task to inform him of the newly available inforn@ati All of this falls into the

V¢
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realm of perception. Being able to notice or retogmformation hidden in
data is not easy. It requires intelligence and dorkaowledge. Thus being
called "perceptive" is a compliment usually resdrie intelligent people. To
be useful personal assistants, agent must be peeep

The design of agents should be in such a wayth®messages don't
have to be very perceptive. The user needs tocikpliell the agent what to
do and how to do it. The events that are generatedd contain all the
information the agent needs to determine the custate and the appropriate
action [Big01].

2.4.1 Intelligent Agent Framework

2.4.1.1 Requirements

The first step of any software development projedhe collection of
requirements from the intended user community. fiiserequirement is that
the intelligent agent framework be practical. Naqtical in the sense that it is
product-level code ready to put into productiont ki that the basic
principles and thrust of the design is applicabde sblving real-world
problems. Another requirement is that the architectmust be flexible
enough to support the applications.

To summarize the requirements, a simple flexibtEhigecture that is
focused on intelligent agent issues is needed.ukdtrbe practical so it can
solve realistic problems and must have a decemtinsface so its functions

and limitations will be readily apparent to the ngig01].
2.4.1.2 Design Goals

Requirements come from the users and tell themt vidhections or

properties the product must have in order to beessful. Having a validated
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set of requirements is useful, because it focuseshergy on the important
stuff. It is just as important to have a clearaetlesign goals that can use to
guide the technical decisions which must be maddesolution that meets
those requirements are developed.

There are some fundamental approaches which wile dhe design.
The first approach is that the intelligent agents can be viewed eitd®
adding value to a single standalone application,aer a freestanding
community of agents which interact with each otlagplications. This
approach is the least complex because it could ¥i@vagent as a simple
extension of the application functionality. By pidimg the intelligent agent
functions as an object-oriented framework, intelfigbehavior can be easily
added to any Java application.

The second approach is more agent-centric, where the agents call the
shots and monitor and drive the applications. Heeeagent manager is an
application in its own right and must interface hwdther applications which
are driven by the agents. The complexity hereas ahgeneric mechanism for
application communications should be defined thhotige agent manager
[BigO1].

2.4.2 Application of Intelligent Agent

There are several orthogonal dimensions along Iwhagent
applications could be classified. They can be diagsby the type of agent,
by the technology used to implement the agentyahb application domain

itself.

1. Industrial Applications: Industrial applications of agent technology were
among the first to be developed, as early in 13fhts are being applied the
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contract net task allocation protocol in a manufang environment. Today,
agents are being applied in a wide range of indistpplication [Jen98].
2. Commercial Applications:

* Information Management: As the richness and diversity of
information available in everyday lives has grovao, the need to
manage this information has grown [Jen98].

* Information filtering: Every day, enormous amounts of information
are presented (via email and newsnet news, for gheanonly a tiny
proportion of which is relevant or important. Thés®rmation need to
be sorted and focused on them [Jen98].

 Emall filtering: describe an electronic mail filtering agent program
that learns to prioritize, delete, forward, sorphdaarchive mail

messages on behalf of a user [Jen98].

3. Medical Applications: Medical informaticsis a major growth arean
computer science. New applications are being fdandomputers every day
in the health industry [Jen98].

4. Games. It's describing several applications of agenthtemogy to
computer games. For example, the designers hawdaped a version of the

popular Tetris computer game [Jen98].

2.5 Email Agent

Electronic mail provides an essential communicatiwadia for people
all over the world. Many people are overloaded witlarge number of emails
on a regular basis. Users today want the abiligutmmatically prioritize and

organize their e-mail, and in the future, they wiblike to do even more
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automatically, such as addressing mail by orgaisizal function rather than
by person.

Intelligent agents can facilitate all these fuoes by allowing mail
handling rules to be specified ahead of time, atting intelligent agents
operate on behalf of the user according to thosesrwsually it is also
possible (or at least it will be) to have agentduibe these rules by observing

a user's behavior and trying to find patterns [rér97].

Messages are exchanged between hosts using the §&ithple Mail
Transfer Protocol) with software programs called| tnansport agents. Users
can download their messages from servers with atdmatotocols such as the
POP (Post Office Protocol). IMAP (Internet Messa@jecess Protocol)
provides the user more capabilities for retainingal on the server and for

organizing it in folders on the server [Wik07].

2.5.1 M essage Format

Internet e-mail messages consist of two major carapts:

Headers. Message summary, sender, receiver, and othermiafoon about

the e-mail.
Body: The message itself, usually containing a sigralock at the end.
The headers usually have at least four fields [ResO

1. From: The e-mail address of the sender of the message.
2. To: The e-mail address of the receiver of the message.
3. Subject: A brief summary of the contents of the message.

4. Date: The local time and date when the message wasaligisent.
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An email address is unique, just like a Post Offiteet, city, state and zip

address. Email addresses have two parts:

The user name

The email server or host address

The host address is similar to a post office askir&®/hen you send
mail to someone in another city, the address oretivelope is read and that
piece of mail is directed to a post office for gely. That is the purpose of
the host or email server. The user name is sephfiate the host address by
the @ (pronounced "at") sign. Each user name iguento a particular host
address [Wik07]. For example Jane A. Alverno’s eéraddress at Alverno

would be:

alvernja@alverno.edu

tt

user SErver
name sSymbol name

The information supplied in the headers on theprewt's computer is
similar to that found on top of a conventionaldettThe actual information
such as who the message was addressed to is refmpteel mail server after
it assigns it to the correct user's mailbox. Alstenthat the From field does
not have to be the real sender of the e-mail. ety easy to fake the From
line and let an e-mail seem to be from any mailressl It is possible to

digitally sign an e-mail. This is much harder teda

Other common header fields include:
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1. Cc: Carbon copy (because typewriters use carbon gapeaake copies of
letters). It's contains the addresses of others areoto receive the message,
though the content of the message may not be ddedtthem.

2. Bce: Blind carbon copy (the recipient of this copy vwkhow who was in
theTo field, but the recipients cannot see who is orBbe list).
It contains addresses of recipients of the mesadgse addresses are not to

be revealed to other recipients of the message[Res

3. Received: Tracking information generated by mail serverst thave

previously handled a message.

4. Content-Type: Information about how the message has to be gisgla

usually a MIME type.

Due to an artifact of the notational conventiornge syntax indicates
that, when present, "Date", "From", "Sender", aReply-To" fields must be
in a particular order. These header items mustniigpue (occur exactly once).
However header fields, in fact, are NOT required docur in any
particular order, except that the message body mustur AFTER the
headers. For readability and ease of parsing bwple systems, it is
recommended that headers be sent in the oige™, "From", "Subject",
"Sender", "To", "cc", etc. This specificatiopermits multiple occurrences
of most optional-fields. However, their interpraétat is not specified here,

and their use is strongly discouraged [Cro97].
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Message Class
Header Attributes

Aftributes, such as
Content-Type.

Content Body

DataHandler Object
Contains data that conforms
to the Content-Type attrilbute

Figure (2.2) Structure of Message For mat

2.5.2 Email Filtering

Active users of electronic mail may receive dozensven hundreds of
messages every day. To facilitate retrieval of mgss weeks, months or
years after their original receipt, most mail raaajgplications allow users to
organize their messages into user-defined fold®icOp].

The term “mail filtering” is used in different ctaxts and requires
some discussion before the meaning can be clekfaid filters, or, sets of
rules that users put together to file incoming elmméio different mailboxes
or folders. It is call personal mail filtering berse it pertains directly to a
single person’s organizational preferences. As g-us has grown, some
regularity has come about the sort of e-mail tipgears in users’ mail boxes.
In particular, un-solicited e-mail, such as “makenay fast” schemes, chain
letters and porn advertisements, is becoming alldmmmon. Filtering out
such unwanted trash is known as junk mail filtefirRgn00].

There are three types of filtering [Pay94]:
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» Cognitive Filtering: this characterizes a message by the contents and
meaning of the message. Participants in the suo@ked for certain
keywords or phrases to classify messages.

« Social Filtering: this complements the cognitive approach by
concentrating on the personal and organizationsdrr@lationships
between sender and receiver. For example, moratiattemay be
given to messages from a superior such as a sspervi

» Economic Filtering: this is based on a cost-benefit assessment of a

message, such as the length of a message.

Instead of simply offering tools that are manipethby a human user,
an email agent attempts to organize email messagematically based on its
knowledge about each individual user. In particullae agent should be able
to classify incoming email messages into foldeid @mnprioritize them so that

the user can focus on more important emails fidsnP8].

2.6 Learning System

Learning means that the agent is capable of ussnggaist experience in
order to improve its future behavior. Ways to inmpéast this property may
vary from simple repetitive observation of a certdbehavior in the
environment to heavyweight tools such as neuravords [Jen98].

The idea behind learning is that percepts shoaldised not only for
acting, but also improving the agent's ability & an the future. Learning
takes place as a result of the interaction betwieemgent and the world, and
from observation by the agent of its own decisiaaking processes

One central element of intelligent behavior is Himlity to adapt or

learn from experience. Adding learning or adapbedavior to an intelligent
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agent elevates it to a higher level of ability.e&ining agent can adapt to your
likes and dislikes. It can learn which agents tsttand cooperate with, and
which ones to avoid. A learning agent can recogsizetions it has been in
before and improve its performance based on pxipemence [Big01].

The following strategies can be used by a learagent [Pfe01]:

» Rote learning: direct implementation of knowledged askills
without requiring further interface or transforneeti from the
learner.

« Learning from instruction and by advice taking:
operationalization transformation an internal reprgation and
information like an instruction or an advice thatnot directly
executable by learner.

 Learning from examples and by practice: extractiand
refinement of knowledge and skills a general cohaap a
standardized pattern of motion from positive andjatiee
examples or from practical experience.

» Learning by discovery: gathering new knowledge skitls by
making observations, conducting experiments, anceigging
and testing hypotheses or theories on the basisthef

observational and experimental results.

2.6.1 Learning Paradigm
There are three major learning paradigms, eachegponding to a
particular abstract learning task. These are sigegiiearning, unsupervised

learning and reinforcement learning [Kur05].
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2.6.1.1 Supervised Learning

Supervised learning the most common form of legrnand is
sometimes called programming by example. The |lehagent is trained by
showing it examples of the problem state or attabwalong with the desired
output.

Tasks that fall within the paradigm of supervidedrning are pattern
recognition (also known as classification) and esgion (also known as

function approximation).

2.6.1.2 Unsupervised Learning

Unsupervised learning is used when the learningntageeds to
recognize similarities between inputs or to idgntdatures in the input data.
The data is presented to the agent, and it adaptisas it partitions the data
into groups.

Tasks that fall within the paradigm of unsuperdidearning are in
general estimation problems; the applications wdheluclustering, the
estimation of statistical distributions, compressamd filtering.

In unsupervised clustering, unlabelled collectioh documents is
available. The aim is to cluster the documents authadditional knowledge
or intervention such that documents within a clustee more similar than
documents between clusters. Clustering technigaesbe categorized into
two major groups as partitional and hierarchicad@].

There are two types of unsupervised clustering:

1- Partitional Clustering Techniques.

2- Hierarchical Clustering Techniques
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2.6.1.3 Reinfor cement learning

Reinforcement learning is a type of supervisediearwhere the error
information is less specific. It can also be usedases where is a sequence of
inputs and the output or action is only taken aftex specific sequence
occurs.

Tasks that fall within the paradigm of reinforcemdearning are
control problems, games and other sequential decraaking tasks.

Another important distinction in learning agents whether the
learning is done on-line or off-lin®n-line learning means that the agent is
sent out to perform its tasks and that it can learnadapt after each
transaction is processed. On-line learning is ldtethe-job training and
places severe requirements on the learning algasitit must be very fast
and very stableOff-line learning, on the other hand, is more like a bissne
seminar. You take your salespeople off the flood gace them in an
environment where they can focus on improving thskills without
distractions. After a suitable training period,trege sent out to apply their
newfound knowledge and skills. In an intelligeneagcontext, this means
that the data will be gathered data from situatitimst the agents have
experienced. This data will be augmented with imi@tion about the desired
agent response to build a training data set. Omsedtitabase is obtained, it
could be used it to modify the behavior of the ag¢Rig01].

Unsupervised machine learning for user modelirgyldeeen mostly used
in non-educational applications. For example, tatative filtering (CF)
systems employ unsupervised learning techniquescidel user preferences
and make item recommendations based on user gtmsarOther research
has demonstrated the use of unsupervised learningpads in a document to

model and automatically manage email activities Q.
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2.7 Design of Email Filtering agent

As information requirements vary greatly from uder user, the
filtering system should be highly personalizeddbssy the users’ needs. This
model may be used over a long period of time, tyeannot be assumed that
the requirements of the user will remain statictrs® agent must be able to
notice when these requirements change and rewssendadel accordingly
[Pay94].

2.7.1 System Requirements for email agent

The requirement is to develop a mail agent whiais ats user in
handling mail. The agent sits above the mail tobkewving the users
interactions with the tool. It can interact witletail tool in order to perform
actions automatically for the user.

The following is a list of the types of actions thgent will attempt to
learn from observing the user:

» Messages which are filed away in different maik®for later browsing.
« Junk mail which the user is never interesteceadmg.
» Messages which are forwarded to other users.

The agent comprises of a number of modules, eaclwhith are
responsible for certain tasks. Each time the rakehbs generated, the existing
rules are discarded and new ones are created pidigss can be processor
intensive, so it occurs as a regular batch prodelsssification of new mail
messages is performed each time a new messagkveyeld again to reduce
processing time when the mail tool is invoked.

The agent has to be as transparent as possiblealyiats such as that
which communicates with the mail tool rely on treeuinteracting with the

agent in addition to the mail tool. The only tinhe tuser is aware of the agent
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iIs when the user requests help. Because of thiagkat has to interact with

an existing mail tool [Sun98].

2.7.2Clustering algorithm

The objective of the project is to build a moduwde d&n office agent that
clusters emails into folders. The primary questioat arises is whether an
agent can do the above since such a clusteringarfgsother clustering
operation) requires a metric of similarity/dissianity as the centric operator.
However, there is no gold standard available imsascenario. In fact, each
user decides his own gold standard; in other wardser himself decides as
to what he wants to be considered as similar/dismimFor example,
someone might want his emails to be foldered basetthe month of receipt
whereas someone else would want the clustering tobbe based on subject
and content. List emails provide another such examp

As input the agent shall receive emails of iterdj along with a set of
examples, both similar and dissimilar, in ordedévelop a sense of what the
user requires in his clustering. The agent hasasleto group the emails into
folders based on the similarity between them inftmer of common subjects,
common email threads etc. The goal is to desigesaeing strategy for the

agent to learn how to cluster [Sah03].
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Chapter-Three
Design and Implementation of EMFA

3.1 Introduction
This chapter will describe the system of emaiiéfihg agent which

utilize clustering algorithm that classify the magss into two lists
negative and positive according to the features$ é¢xéracted from each
message. Then, the filtering algorithm will be aggblon the two lists. The
messages in the negative list will be deleted dra rhessages in the

positive list will be replied to the same sendefaswarded to a new one.

3.2 Email Filtering Agent (EMFA) System

Email Filtering Agent (EMFA) modules deal with theessages in
the Inbox that need to be filtered, so the firsppsn the system is to fetch
the messages from Inbox, then extract the featinoes these messages,
and then apply clustering algorithm that will digithe messages into two
lists negative andpositive lists. Negative list contains unwanted messages
while Positive list contains wanted messages. Aftet, the filtering
algorithm will be applied on the two lists. The rs&ges in negative list
will be deleted and the messages in the positstenill be either replied or
forwarded according to the features that extracte architecture of

proposed Email Filtering Agent (EMFA) is shown iiglre (3.1).
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R Fetch R Feature
Messages Extraction 1
Clustering
4 Negativel lPositive
POP3 Connectior Deleted Filtering
module Messages
lPositive
Reply Feature
I — .
Messages EXtraCUOn 2
l
Forward
Messages
I 7

Figure (3.1) EMFA system model

29




Chapter Three Design and Implementation of EMTFA

3.3 Connection to POP3

The design of POP3 and its procedures supportuseid- with the
disconnected state (such as dial-up connectiofleyyiag those users to
retrieve e-mail when they are connected and thew and manipulate the
retrieved messages without the need to stay comhedto fulfill the
connection with the POP3 server multi functions ased such as
smtpmailer 1.4, mail-1.4 and activation-1.1.Although most clients have
an option to leave mail on server, e-mail clienssng POP3 generally
connect, retrieve all messages, store them onsiiesuPC as new messages
and then disconnect. In contrast, the newer, mapalde Internet Message
Access Protocol (IMAP) supports both connected igenl and

disconnected (offline) modes of operation.

When connected, the interface between a mail-ciiadtthe network
must be defined, this is callégkssion. The mailSession object manages
the configuration options and user authenticatrdarmation that are used
to interact with messaging systems. There are samebus multiple
sessions. Each session can access multiple mesags and transports.
Any desktop application that needs to access themuprimary message
store can share the default session. Typicallyntagd-enabled application
establishes the default session, which initialize® authentication
information necessary to access the user’s Inbddefo Other desktop
applications then use the default session whenirsgiod accessing mail on
behalf of the user. When sharing the session qlgdicapplications share
authentication information, properties, and thet refs the state of the

object.
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After defining session, the database that holésniessages in the
Inbox must be defined, this is calléore. The Store also defines the
access protocol used to access folders and retmegsages from folder.
After defining Store, the connection with the PGB be fulfilled. Figure
(3.2) shows how to connect with POP3 by enterimghtbst, username and
password and save themRoperties. The properties will then be passed
to theSession that opened with the network and then POP3 wilibed to
define Store that takes the information from the session. At é¢nd, when
all the information is available, the connectioriuliilled with the POP3 to

open the Inbox and retrieve messages from it.

Properties e  Session /Lb Store

Host, Username and Connection with
Password POP3

Figure (3.2) connection with POP3
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3.3.1 Open Session

The Session class provides access to the protoowiders that
implement the Store, Transport, and related clasEbe Session class
allows messaging system implementations to uséthkenticator object
that was registered when the session was createdAtithenticator object
is created by the application and allows interacwath the user to obtain a
user name and password. The user name and passwvoeturned in a
Passwor dAuthentication object. The messaging system implementation
can ask the session to associate a user name sswlgod with a particular

message store using teetPasswor dAuthentication function.
There are two ways to create a Session in Javadgegas shown below:

e Session session = Session.getl nstance (props, authenticator)

e Session defaultSession = Session.getDefaultl nstance(props,

authenticator)

The Properties object that initializes the Sesstontains default
values and other configuration information. It ¥pected that clients using
the values for the mail.host, mail.username, andlpagasword. Algorithm

(3.1) shows the steps to open session.
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Algorithm (3.1) open session

I nput: username and password
Output: flagistrue

Procedure

Stepl: Set Username and Password.

Step2: Define props as properties.
Step3: Set authentication on username and password.
Step4: Pass properties and authentication as parameters of session.

Stepb: Set flag of session as true to open session.

3.3.2 Storeclass

The Store class models the message database aedets protocol.
A client uses it to connect to a particular messsigee, and to retrieve
messages in Inbox. Clients gain access to a MesSage by obtaining a
Store object that implements the database accesscpl. Most message
stores require the user to be authenticated bdfme allow access; the

connection method performs that authentication.

For many message stores, a host name, user nathpassword are
sufficient to authenticate a user. Store provideef@ult connect method.

In either case, the client can obtain missing mi&iion from the Session
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object’s properties, or by interacting with the mud®/ accessing the
Session’s Authenticator object. Typically, the wtieetrieves the default
Store or Transport object based on properties bbdde that session as

shown below:

» Store store = session.getStore( )

The client uses the Session object’s getStore adeth connect to
the default store. The getStore method returnoee Sthject subclass that
supports the access protocol defined in the usgpepties object, which
will typically contain per-user preferences as shaowappendix (A). After
that, thelnbox is opened to read the messages from it. Figu8 §Bows
the message-handling process, and algorithm (Buatrates how to use

store class to connect with POP3 and read messages.

Transport

Send a
message

Submit a
Message

Recieve a
Message

Network Infrastructure

Store

> Folders

Figure 3.3 message-handling processes
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Algorithm (3.2) store class

I nput: properties and POP3

Output: create Inbox

Procedure

Stepl: Define pstore and folder as new variables.
Step2: Pass properties.

Step3: Open session with POP3 server as a parameter.

Stepd: Open connection to connect the store with the server.

Step5: Open Sore asread only mode and save messages in Inbox.

Step6: Read messages from Store.
Step7: Close folder after finished fromiit.

Step8: Close the connection

3.4 Fetch messages

The Folder class represents a folder containing messagedeisol
can contain subfolders as well as messages, tluvsdprg a hierarchical
structure. Each user has a folder that has theigasasitive name INBOX.

The Inbox can be viewed as presenting a resizabdg af messages to a
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client. This allows the client to access a messmged on its index within
this array. The index is the message’s sequencéd@&urSequence numbers
begin at one (1) and continue incrementing by dhejugh the total

number of messages in the folder.

The Store class provides abstract functions for allowing tiser to

retrieve a folder:

* getDefaultFolder
* getFolder

The getDefaultFolder function for the corresponding Store object
returns the root folder of a user's default foldeerarchy. This is the
default initial state of a folder. ThgetFolder function returns the specified
folders Folder getFolder (String name). The folder class provides a
specific function to get one or more messages firdmox, this function is
getMessage. The getMessage function, when given no parameters, returns
all of the message objects in the folder. gV essage function takes the
number of messages in th&box that is known by usingetMessageCount
function. Algorithm (3.3) shows how to open the Inbox and howfetch

messages from it.
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Algorithm (3.3) Fetch message

Input: Store
Output: Messages
Procedure
Stepl: Define a variable such as x to compute the number of
messages in the Inbox.
Step2: Open store to get 1nbox.
Step3: Open Inbox for read write mode.
Step4: Save number of messages in X parameter.
Step5: Define a counter to facilitate fetching messages.

Step6: Fetch the first messages.

Step7: Check if the counter islarger than number of messages, |f No

then increment the counter, | f Yes then close the Inbox.

3.5 Feature Extraction

The agent should be able to classify the incommgiemessage into
folders according to the features that were ex@dhdtom the message

headers. The header contains information aboutwdmthe sender, time
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and date of sending, subject of the message, emtfietc. The functions
getFrom, getSubject and getDate are used to extract the featur€som
field, Subject field andDate field from the header&igure (3.2) illustrates
the message hierarchy and the functions that déhl itvand algorithm
(3.4) shows the steps that are followed to extthet features from

messages.

Messages Address of message
getFrom() sender
getSubject() —m Message subject
getContentType() —p» multipart

getContent()
multipart
Text
Image
— Method call and
object returned
Multipart

Figure (3.2) message hierarchy
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Algorithm (3.4) Feature extraction

I nput: Message

Output: Date, Subject and From

Procedure

Stepl: Define three arrays for the features that extracted from messages.
Step2: Open Inbox for read _write folder.

Step3: Save the number of messages in a counter.

Step4: Fetch a message from Inbox.

Step5: Extract the Subject field, From field and Date field from the
header of the message and save themin the arrays.

Step6: Increment the counter.

Step7: Check the counter if it isless than the number of messagesin the
Inbox, If No then fetch another message, If Yes then close the

I nbox.

3.6 Clustering algorithm

Clustering is the algorithm of organizing objeat$oi groups whose
members are similar in some way. The designindusftering algorithm is

to choose how to classify emails. It represents eacail using both header
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features that include the subject line, email asklrs, and date of sending

message.

A clustering algorithm creates a set of rules éach class in a
concept. Each rule covers many examples of the alaguestionfositive
examples), yet selects examples of other classegat{ve examples).
According to these examples, the messages willillegl finto two lists,
Negative andPositive lists. TheNegative list contains messages that have
the date which is specified by the user under §ipecondition and the
Positive list contains messages that will be filtered byngsfiltering
algorithm after extracting other features fronfgure (3.3) shows how to
use the features in clustering algorithm and algori(3.5) illustrates the

steps of clustering algorithm.

Negative and
Positive
Examples

Feature
Extractors

Feature 1 —

—» | Negative list

Email Message

> Feature 2 —_—

—_— Positive list

Feature 3 —_—

Figure (3.3) clustering algorithm
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Algorithm (3.5) Clustering

I nput: Message Date, Subject and From

Output: negative and positive lists

Procedure

Stepl: Define two arrays. positive and negative.

Step2: Fetch the Date field from Date arrays.

Step3: Solit the day, month and year from the Date field.

Step4: Check the month with a specific value that the user was entered.

Step5: If the year is less than the predefine value then consider the

message as
negative and save it in the negative array.

Step6: |f the month islarger than the value then consider the message as
positive and save it in the positive array.

Step7: Increment the counter.

Step8: Check the counter with the length of Date array, if it isless than
the number of messagesinthe array, If No then fetch another

date, If Yesthen close the array.
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3.7 Filtering Algorithm

After clustering, filtering algorithm will be apgld onnegative and
positive lists. In this project the social filtering is k& his type of filtering
depends on the interrelationships between senddr raneiver. The
negative list contains the unwanted messages thate wlassified
depending on the date of the message, these mesgafjde deleted.
While in the positive list, the messages will biher replied or forwarded
according to theFrom field and Subject field. The features that are
extracted from the messages in filtering algorithra the same features
that were extracted in clustering algorithm butréhis no need to extract
the date field here. The performing of reply and forwarddiscided when
the From field is extracted. According trom field the agent will decide
which messages will be forwarded and which will deplied. For the
replied messages theubject field will decide which form of the two
predefined user forms should be used for the bdelgure (3.4) illustrate

the filtering algorithm diagram.
3.7.1 Forward M essage

Email forwarding involves passing email from onddi@ss to
another. The address of the message in the posgiveill be compared
with the addresses in theser defined forward list which is set by the
user.User defined forward list contains the specific email addresses that
are specify if the message will be forwarded or. Haihe email address is
matches with one of these addresses, the mességaeeworward to all
addresses in the address book. The counter of uhwer of forwarded
messages will be increased with every sent messalgerithm (3.6)

shows the steps of forward message.
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Actions
Delete message Features
Forward
Nogative ? —»  From field |—
Filtering Positive
Algorithm
T || Subject field | Reply
Negative Positive
List List

Figure (3.4) Filtering algorithm

Algorithm (3.6) Forward Message

I nput: Positive list

Output: Forward Messages

Procedure

Stepl: Define an addresslistl (user defined forward list) that has favorite

email addresses.

Step2: Open positive list.

Continue
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Step3: For each message in positive list, take the From field from them.

Step4: Check if the email address is match with one of the addressesin

the address boo, if not match then send a warning message.

StepS: Check the counter of messagesin positivelist, if it islessthan
the number of messagesin thelist, If No then fetch another

message, | f Yes then close the array.

3.7.2 Reply M essage

In the reply message, the agent will compare tthdresss of the
message in the positive list with wser defined reply list. The user
defined reply list contains the sender email addresses of the mestage
the agent must send a reply to them. There arestaradard forms defined
by the user, these forms will be used for the ngesdaody and will be
answered to the senders. The agent will dependhe’subject field for
these messages to choose one of the two formghanda message will be
sent to the sender using the same email addresscdtmter of the number
of replied messages will be incremented by 1 esch & message is sent.

Algorithm (3.7) shows the above steps.

Algorithm (3.7) Reply Message

Input: Positiveslist
Output : replied Messages

Procedure

Stepl: Open an addresslist2 that has an important email address.

Continue
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Step2: Open positive array.

Step3: For each message in the positive list, get the Fromfield and
Subject field.

Stepd: Check if the email address is match with one of the addressesin
the addresslist2, then fetch the from that must be write in the
message body.

Step5: Take the subject to write in the Subject field.

Step6: Send the message.

Step7: Check the counter of messagesin positivelist, if it islessthan

the number of messagesin thelist, If No then fetch another

message, | f Yes then close the array.

3.7 Delete M essage

Deleting messages from Inbox is a two-phase operalhe first
phase is setting tHeELETED flag for messages to mark them as deleted
messages, but they will not be removed from thieTise setFlags function
is responsible for setting this flag. Flags olgecarry flag settings that
describe the state of a message object withinisheTlhe second phase is
deleting the messages by using &ipunge function. When the expunge
function returns, the sequence number of those agess will be

renumbered. Algorithm (3.8) shows the deletion step
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Algorithm (3.7) Deleting Message

Input: Negative list

Output : Deleted Messages

Procedure

Stepl: Open negative list.

Step2: Define a counter to the number of messages in the negative array.
Step3: St flag of each message to True.

Step4: Delete messages.

Step5: Refresh the Inbox to renumber the messagesin it.

Step6: Check the counter with the number of messages in the negative

list, if it isless than the number of messagesin thelist, If No then

fetch another message, If Yes then close the array.
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Chapter Four
Email Filtering Interface and Result

4.1 Introduction

The EMFA system described in chapter three wasamphted here
using JAVA (version 1.4) and Eclipse (SDK 3.2.2) running under
windows XP operating system. The experiments ar@ppeed on Pentium
4, 1.6 GHz with 256 MB of RAM.

The algorithms described in chapter three for m@dmessages,
feature extraction, clustering, and filtering aifom are applied on a set of
messages that are stored in the Inbox and thenaglokaesults are illustrated

in the following sections.

4.2 EMFA system

EMFA system is designed with many frames to endéideagent to
filter the messages stored in the Inbox. The fratie that appears on the
screen is the main frame that contains the inbakthe messages header.
The header of the messages is divided into fodddiesubject, From,
Date andID (that is a unique number associated with each mge¥sa

When any message is selected, the body of the gesggpears in

the same frame as shown in figure (4.1).
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File Email

SR

Suhject

Fram

Diate

MyWehCalls account...
Re: unahle to log into...
nymDHNS Hostname E...
Information about Ra...

Customer Survey

“supporti@mywebca...

asanen Mawfal <ha...

[hvmiamic Network Se...
Daniel Ollinger <sup...

SUnveyiiycos-europ...

Mar 12, 2007 5:40:04...
Jan 30, 2007 8:57:12 ...
Jan 24, 2007 8:37:13 ...
Jan 22, 2007 2:09:32 ...
Apr 3, 2006 2:45:52 A...

E

i [4]

W
L 3
|

= Just having bit of difficulty logaing into the site. | have putin my password, which is my —
passpot number and my email address. Any sugoestions?
=

= Regards

=

= Jenny Hitchcock

=

<]

Figure (4.1) EMFA system

4.3 EMFA frame

The EMFA frame contains a menu of two optidfise and Email, and
those options are illustrated below:
1-File option: This option contains two itemBreferences and Exit as
shown in figure (4.2).
 Preferences. It contains three fieldsAccount Settings, POP3
Server Settings andOutgoing mail Setting. These fields should be
filled correctly so that the user can have acoe$sstaccount.
 TheAccount Settings field should be filled with the name and the
Email address of the user. Then the username assivped must be

entered in thdPOP3 Server Settings fields. If the server requires
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authentication, the username and password of sewst be entered
in theOutgoing Mail Settings as shown in figure (4.3).

« EXxit: this button ends the execution of the monitosggtem.

£ MailA pp

File | Email

Q__J' Preferences

[©] Exit

SURIECT

Fram

Date

MywWwehCalls account..
Re: unahle to log into...
DymDM% Hostname E...
Information about Ra...

Customer Survey

."support@nmwebca...
Hasanen Mawfal <ha...
Dymamic Network Se...
Daniel Ollinger <sup...

SUrveyEniycos-europ...

Mar 12, 2007 5:40:04...
Jan 30, 2007 8:57:12 ...
Jan 24, 2007 8:37:13 ..
Jan 22, 2007 2:09:32 ...
Apr 3, 2006 2:45:52 A...

ME

1]

=

= Regards

=

= Jenny Hitchcock

=

= Just having bit of difficulty logging into the site. | have put in my passward, which is oy
passpot number and my email address. Any suggestions?

4]

Figure (4.2) EMFA frame
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Account Settings
Hame : |Fir5tname Lasthame |
Email Address : |ynurname@aewer.cnm | L i
2:00:00 ... 1
POP3 Server : |pnp3.sewer.cnm | 00:00 AM (3
00:00 AM 4
Username : |‘r’|:| urllsertlame |
S |‘r‘nurPasswnr q | ...............................................................................................

Outgoing Mail Settings

SMTP Server : |smtp.aewer.cnm |

[ | Server Requires Authentication

Username :

Password :

Cancel OK

Figure (4.3) Preference frame

2- Email option: this option contains many items, CompoReply,
Forward, Delete and Agent.

4.4 Running Agent

When an agent button is clicked, then the progrith be run
automatically. A reading Inbox frame will appeaatticontains the progress
bar, Start and OK buttons. If start button is peesshen progress bar will
indicate the progress of reading the messageseinntiox one by one as
shown in figure (4.4).
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Figure (4.4) Reading I nbox frame
When the reading inbox process is done, a newtre@podow will

appear reporting the number of messages in thejrd®shown in figure
(4.5).
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Mo. Messages

Messages in Inbox are ;22

Cancel oK

Figure (4.5) Reading Inbox report

After that, the agent will apply clustering alghm on all of the
messages as shown in figure (4.6). When the predrasstarts, the agent
will extract the features from messages sucBudgect, From andDate.
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File. Email

=
i ) L]
id
Cy a0 =]
Hig Start | Lalell Il OK
Mar Reading completed. |
Cu -

= Feature Extraction Application

Feature Extraction 1 of 22

Start Ok

Figure (4.6) Feature Extraction

When extraction is finished, messages will bed#di into two lists,

Positive list and Negative list according to thdrasted features. These
lists will be shown in figure (4.7) and figure (1.8
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1=

Fram | Subject ID
[Ljavax.mailinternet.Internet... MwvehCalls account - funds... |1
[Ljavax.mailinternet.Internet... ChmDNS Hostname Expired 3
[Ljavax.mailinternet.internet... |1 it.dept moderator request(... [6

4
o

[Ljavax.mailinternet.internet... Information about Rapidshar...
[Ljavax.mailinternet.internet... Customer Survey

Figure (4.7) Negative Lists
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< Posative

E

Fram Suhject
[Liavax.mailinternet.lnternet... Re: unable to log into site
[Liavax.mailinternet.internet... High-quality custom logos an...
[Ljiavax.mailinternet.Internet... AW: why only 3 countries !
[Ljavax.mailinternet.lnternet... Re: your DIM fonts
[Ljavax.mailinternet.lnternet... Acknowledgement

Figure (4.8) Positive Lists

The last step of the agent work is to filter thessages in the
Positive list and Negative list, filtering processll be represented by a
feature extraction progress bar as shown in figdu@).
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File Email

T ke b ST RS S PR B e S ol TS

‘2. Reading Inbox

L

Reading completed.

= Filtering Application

Feature Extraction 10 of 22

Start Ok

Figure (4.9) Filtering Application

Filtering will be applied on the negative and ipes lists after
extracting the features. The messages in the negigt will be deleted.
The agent consults the user to confirm the deldbeiore completing the
process. A dialog window will appear asking theruseagree on deleting
the contents of the negative list, this is shawfigure (4.10).

56



Chapter Four Email Filtering Interface and Result

=

From
[Ljavax.mailinternet.Intergs:
[Ljavax.mailinternet.Inteq@®Ts T [
[Ljavax.mailinternet.Inte
[Ljavax.mailinternet.Inte
[Ljavax.mailinternet.Inte

Are you sure you want

Subject In]

Warning

to delete the message ?

Cancel OK

Figure (4.10) Warning M essage

The agent will then reply or forward the messagebe positive list
according to the extracted features as shown urdig4.11) for the reply
and figure (4.12)for the forward.
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inessa_pEGEEyahoo.com

Subject |H|

Hi ... Thanks alnﬂ

Figure (4.11) Reply window
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~ Posative

L £ Forward Email

ﬂac@ﬁ;ahnn.cnm,Hsaaneen@gmail.cum,Ahmad@yahnn.cum,Mena@yahnn.cnm|

Subject re:Hi |

Message is forwarded

Figure (4.12) Forward window

When the agent finishes doing all of its operationsthe inbox, it
will ask the user to exit the system, an exit windaill appear asking the
user to confirm exiting the EMFA system with twatioms one for OK and

the other for cancel.
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From Suhject In]
[Liavax.mailinternet.Internet... Re: unable to log into site 2 |~ |
[Liavax.mailinternet.Internet... High-quality custom logos an...[7 | =|
[Liavax.mailinternet.Internet... AW: why only 3 countries I g
[Liavax.mailinternet.Intern |
[Liavax.mailinternet.Intern -
---------------------------------------------------------------------------- Exit

Exit EMFA System 7
Cancel OK

4.5 Example

In this example, three messages will be takerhtavshow to apply
EMFA on these messages. This example takes fiisd, and fifth message
in order in the Inbox as shown in figure (4.13)
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File Email

EREER

Subject From | Date icd
MvWehCalls account - f..."support@mywebcall... |Mar 12, 2007 5:40.... |1
Re: unable to log into site Hasanen Mawtfal <has... [Jan 30, 2007 8:57.... |2
DynmDKHS Hostname Expi... amic Network Ser... |Jan 24, 2007 8:37... |3

4
a

L] »

Information about Rapi... [Daniel Ollinger <supp... [Jan 22, 2007 2:09....
Customer Survey surveyitiycos-europe... \Apr 3, 2006 2:45:52...

1]

[ b

stay to the suburbs of paris and learned the hlog-art' to youth
from the paris banlieues.
hitpcitinini hebdo.chfindexBlogs . cfim

ilike it
-|:-

internal streamtime cresw list

|

Figure (4.13) messagesin example

When EMFA starts working, the features will beragted from the
messages’ header. These featuressabgect, From andDate, as shown in
figure (4.13). Each message has different SubjadtFrom field, while the
first message and the third message have the samredgate. The fifth
message will be negative example because the comdit

<|F thedateis before 2007 then it is negative>,

When clustering algorithm is applied, the obtaimesult show the
negative list contains the fifth message and fhasitive list contains the
first and the third message.

The features will be extracted again from the mmgss in the
positive list. These features are ofslybject andFrom. The Subject of the
first message shows the information of specifimaot and the From field

is (myweb) that shows specific message. The Subject oftingd message
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shows hostname and public information, and Frorid fslhows Network
server. The first message is considered as privassage but the third one
Is not. When the filtering algorithm is appliedetmessages in the negative
list will be deleted. Figure (4.14) shows the Inladter delete fifth message
and how the next one is replaced instead of it.

- B

File Email

EEEER

Subject From | Diate id
MyWiehCalls account - fund... "support@mywebcall... Mar 12, 2007 5:4... 1
Re: unahle to log into site Hasanen Mawfal <has... |Jan 30, 2007 8:5... |2
DnmDMS Hostname Expired [Dynmamic Network Ser... |Jan 24, 2007 8:3... 3
4
]

L] »

Information about RapidSh... [Daniel Ollinger =suppo... Jan 22, 2007 2:0...
r 2005 of TUYX, Iss... no-repiy@iuxmagazin.. Nowv 1, 2005 10:4...

ovembe

i

[ »

infoEiuxmanazine. com

T magazine
it ILXIMANAZINe.com

FROTE: Ifyou would like to he remaoved from this mailing, you may do so by simply changing
vour subscription delivery method or completely deleting your subscription. Flease visit
hitpsfhwanan s s comitdsubsiDigitalSub php | enter your e-mail address, and select"Change
rmy subscription” ar"Delete my subscription” depending onyour desire.

Figure (4.14) deleted message

The first message will be replied to the same sengsing a
predefined form for the body and the third messaifjebe forwarded to all
addresses in the address book. Figure (4.15) slomesof the email

addresses inbox that the third message has begarttad to.
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File Email

PEEE

Subject

From

Date

[ymDMS Hosthame E...
another test [ Plain T...
test
Acknowledgement
Re: Antwort: Re: Ant...

amic Hetwork Se...

Hasanen AL-Bana <h...
Hasanen AL-Bana <h...
Thirdwave HR. & Het...

"Tyler J. Wagner" <t...

Jan 24, 2007 8:37:13 ...
Jun 19, 2007 4:30:58 ...
Jun 19, 2007 4:10:39 ...
Mar 7, 2007 7:08:56 ...

Oct 5, 2004 12:42:19 ...

ilike it
_|:_

internal streamtime crew list

itwas created by siv swiss journalists, who went for a longer
stay to the suburbs of paris and learned the blog-at' to youth
fram the paris banlieues.

hitpitannni hebdo chiindexBlogs. cfm

Figure (4.15) Inbox2
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Chapter Five
Discussion, Conclusions and Future Work

5.1 Discussion and Conclusions:

Many things were noticed and concluded while wagkion the

EMFA system. The following are the most importanés:

» The EMFA system makes it easier for the user totheeE-mail
rather than the normal system. The agent will aghis user in
opening the inbox, reading the messages, deletirguhwanted

messages and replying or forwarding the other ngessa

» The features that extracted from the messages fagllitate the
comparison between messages’ header and the pmredefi

conditions that created by the user.

* In on-line connection the performance of the agmsntadapted

automatically while the data in offline connectiane static.

» The classification algorithm was obtained to getenonprovement
for the filtering performance because it classified messages into
two lists. That process is easier to apply theriiftg on the list than

Inbox.

» Java is platform independent, so it can be run onddvs, Linux,
Unix and many other operating systems. Due of isimplicity

programs can be written in less time less coswatidless bugs.
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During EMFA System implementation, two problemsiesed, those

problems were:

1. The security of the server that the system wggp@sed to be
connected to was an obstacle; the yahoo serverahasry high
security level, which it is impossible to conneat A less secured
server was used to establish the connection, wieh themail.s-
ictc.com server.

2. The delete function of the EMFA system requiegs offline
connection to work properly. Unlike the reply arfk tforward
functions that work properly online. This requirgeing offline
during the deletion process and then reconnectingetform the

other tasks of the system.

5.2 FutureWork

After developing EMFA system, several ideas maprome
the system. These ideas have been left as reconatmamsl for
future work. These recommendations are:-

1- Giving the user a last chance to check the E-mbdfore
permanently deleting them should be consideredhsaleleted
messages might be moved into a trash folder.

2- In cases of dealing with inbox with a large numbkemessages it
is recommended to use fuzzy to make an efficiesssification
for the messages so the agent will work in a beteey in such
cases.

3- The agent may perform extra tasks in sorting theormng

messages by distributing them into folders with fedént
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categories such as folders for messages contapicigres or
attachment document...etc. This requires extractwegféatures
from the body of the message instead of the subjsttthe from
fields.

4- Including the possibility of attaching files to tBemail is one of
the ideas that may add extra facilities to theesyist

5- The user predefined lists (contact lists) can belifieal to be
updatable. This can be done when the agent protimptaser to

add a contact that happened to receive emailsitroepeatedly.
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Appendix A

Environment Properties

This section lists some of the environment proesrthat are used

by the JavaMail APIs. The JavaMail javadocs congalditional information

on properties supported by JavaMail.

Property Description Default Value
mail.store.protocol Specifies the default Messag€he first
Access Protocaol. appropriate

The Session.getStore() meth

returns a Store object th

implements this protocol. The

client can override this proper

and explicitly specify the
protocol with the

Session.getStore(String

protoco) method.

Jyotocol in the
Sgonfig files

ty

mail.transport.protocol

Specifies the default Transpoithe first

Protocol.The
Session.getTransport() meth

returns a Transport object that

appropriate
O&otocol in the




implements this protocol. TH
client can override this proper

and explicitly specify the
protocol by using

Session.getTransport(String

protocol) method.

eonfig files

ty

mail.host

Specifies
server. The Store and Trans
object’'s connect methods u
this property, if the protoco
specific host property is abse
to locate the target host.

the default Ma‘iIThe local
P

Orrrnachine
se

nt,

mail.user

Specifies the username

provide when connecting to

a Mail server. The Store ar

Transport object’'s conne
methods use this property, if t
protocol-specific usernan
property is absent, to obtain t

username.

taser.name

e
he

mail.protocol.host

Specifies the protocol-specific
default Mail server.

This overrides the mail.ho

property.

mail.host

St




mail.protocol.user

Specifies the protocol-specif]
default username for connecti

to the Mail server.

This overrides the mail.us

property.

anail.user

ng

mail.from

Specifies the return address
the current user. Used by t
InternetAddress.getLocalAddr
ss method to specify the curre

user’'s email address.

ofsername@hos
he

D

Nt

Hint: Note that Applets can not determine some defaults

listed in this Appendix. When writing an appletuymust specify the

properties you require.
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