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Abstract

Steganography is considered one of the widely used methods for
hiding information; it hides secret data in digital cover without clear
suspicion.

This work focus on studying two methods for hiding any secret data
type in the audio signal. First, the audio signal is transformed to frequency
domain by using quick Fourier transform that depended on the reduction of
time and number of mathematical operations.

Two hiding methods are designed to embed secret data bits in the
phase domain coefficients of audio signal. The first method, called hiding
in voiced blocks (HVB), implies the inserting of secret bits in the voiced
parts of audio data. While the second method, called hiding in checked
blocks (HCB), implies the insertion of secret bits in audio blocks that
successfully passed the integrity retrieved bits tests. These two methods use
two types of wave audio cover files channels (mono and stereo).

Finally, the performance of the proposed hiding methods was tested
by using fidelity measures mean square error (MSE), signal noise ratio
(SNR), and peak signal noise ratio (PSNR) to measure the rate of error, and
the hiding rate was computed to assess the embedding power of each
hiding method. Also, the effects of some control parameters on the system
performance were investigated to assist user to correctly choose the values
of system parameters.

The test results indicate that the HVB method shows more
embedding power than HCB method, but not all the embedded secret bits
could correctly retrieved when HVB method is utilized.
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Chapter One

General Introduction

1.1 Preface

When humans borne, special and secret things dadmation are
borne with them. Some of these secret informatieeds to be transmitted
between them. These needs stimulate the questiont aliow secret
information can be transmitted between people withdiscover. Also,
when wars happened in the world, the secret sicatlga had increased,
and the techniques to protect these data are dealdNowadays, two
kinds of techniques were used to conceal informatioey are: Encryption
or information hiding. The importance of these fpvotection methods was
vastly increased since the discovery of telephofax, electronic
communication and computer. Also its importance exgdoded when the
internet enter people lives and become the best,afad common way to
communication in the world. Internet provides tlagilities to exchange
text, image, audio, and video between users, anacitess reach sensitive
locations (like, martial locations, political logats) for each government
in the world, also it is the most public way todiwith large companies and
banks in world. All these facts encouraged somegrex (or companies) to
developed ways to steal information, and to getestmols (software) to
make un-authorized access to closed locations.

Still, it is critical problem to secure multimed@ntents against
illegal use, such digital contents can be easilpiex or edited on a
computer and delivered through the network by adtiparty without
permission of the copyright owner. In order to gobhis problem, data
hiding has got great attention as a promising ntethimat plays a

complementary role to the conventional cryptograpéchniques.
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1.2 Information Hiding
Sometimes it is better hiding messages ratherehaiphering them.

In fact, the main purpose of cryptography is to eakessage
incomprehensible, so that people, who do not posseret keys, cannot
recover the message. Instead, the data hidinghiisasy files with certain
degree of irrelevancy and redundancy to hide daigital books, images,
videos, and audio tracks are ideal for this purpDsgital representation of
signals brings many advantages when compared ftoganapresentation,
and these advantages are [CF0O]:

1. Lossless recording and copying.
Convenient distribution over network.
Easy editing and modification.
Easily searchable archival.

Durable.

o gk~ w N

Cheap.

Against these advantages some serious problemsappeared:
1. Wide spread copyright violation.
2. lllegal copying and distribution.
3. Problematic authentication.
4. Easy forging.

The general definitions of hiding data in otherade&n be described
as follows: theembedded data is the message that a person wishes to send
secretly. This message must be concealed in a honessage as @ver-
text, or cover-image, or cover-audio, or in general acover-object,
producing thestego-object or themarked-object. In particular, astego-key
IS necessary to control the hiding process, taictstetection and recovery

of the embedded data to un-authorized people. Tdaeh data may have
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no relationship with (or may provide important infation about) the
cover-object, in which it is, embedded [CFODhe classification of data

hiding techniques is presented in figure (1.1).

Information Hiding
I

Covert Channels Steganography Anonymity Copyright Marking
I 1
Linguistic Technical Robust Fragile
Steganography Steganography Copyright Marking Watermarking

Fingerprinting Watermarking

Imperceptible
Watermarking

Visible
Watermarking

Fig (1.1) A classification of information hidingdieniques [CFOO]

Data-hiding techniques should be capable of emingddata in a host

signal with the following restrictions and featufBen96]:

1. The host signal should be nonobjectionally degradmad the
embedded data should be minimally perceptible. fit@ans that the
observer should not notice the presence of the, @aten if it is
perceptible.

2. The embedded data should be directly encoded hetonedia, rather
than into a header, so that the data remain iai@css varying data
file formats.

3. The embedded data should be immune to modificatemging from
intentional and intelligent removal

attempts, to ti@pated
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manipulations, e.g., channel noise, resampling,o@ing, lossy
compressing, digital-to-analog (D/A) conversiontg. e

4. Asymmetrical coding of the embedded data is delgradince the
purpose of data hiding is to keep the data in s kBignal, but not
necessarily to make the data difficult to access.

5. Error correction coding should be used to ensuta megrity. It is
inevitable that there will be some degradationhia ¢mbedded data
when the host signal is modified.

6. The embedded data should be self-clocking or anidirre-entrant.
This ensures that the embedded data can be redowdren only
fragments of the host signal are available.

1.3 Steganography

Steganography is one of the classes (applicatiohshformation
hidings. The word steganography is hard to findng dictionary. It comes
from the Greek word "steganos" (meaosered) and the "graphy" (means
writing), so steganography literally means "covered wgitiThis aims to
transmit a message through a channel where somer diinds of
information are already being transmitted [PWJ9%e general principle
of steganography is illustrated in figure (1.2¢nfrthis figure the following
definitions are needed to understand the involvethponents of any
steganography system.
1. Cover medium: is the host medium in which the secret data igldmg it
can be an innocent looking piece of informationsome important media
that must be protected against copyright or intggeasons [JJ98-1].
Covers are supposed to contain data that is uesttag to the enemy and
will be unlikely to be subject to any sort of arsy
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Cover @
ﬁ Stego Stego
Objects l Objects
A 4
< E Q_. i (D ( }_.
2 A __— A
Message
I 4
Embedded
Message
Key generation facility

Fig (1.2) General schemef steganography, E is encode part and D is
decode part [KPOOQ]

In addition, cover should never used twice, sintattacker who has
access to the two versions of the cover can edstlyct and reconstruct the
hidden message. To avoid accidental reuse, bottesand receiver should
destroy all covers they have already used for médion transfer [KPOO].

2. Embedded message: is the hidden message that wants to be put in the
cover. It could be some data for steganographyyrogit information, or
some added contents for digital watermarking [JIP8-

3. Stegokey: It is represented by some secret information, wiscneeded
in order to extract the embedded message from thgo®bject.A
stegokey is a bit of extra information that theeteer must know in order
to recover the message from the container. Theofise stego key is
desirable for two reasons; (1) it may make hiddata étatistically harder
to detect, and (2) the stego key frustrate unaigbdrattempts to obtain the
hidden message from the cover [JJ98-1].

4. Stego object: is the output part produced from steganographyneng
Steganography could be expressed as follows [JJ198-1
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Cover medium + Embedded message = Stego object

When thestego object is produced then the sender transmits it over
an insecure channel to receiver. Receiver can s#aar secret message
from stego object, since he know the embedding method and stegaHeaty
used in the embedding process.

In a perfect steganography system, the originakcstould not be
distinguishable from a stego object, neither by &nmor by a computer
looking for statistical pattern.

Unfortunately, some problems may hinder transmisstiego object
in insecure channel. The attackers could be clads#dspassive attacker
andactive attacker or even malicious attacker [KP0O]. There are tcetli
distinction betweempassive attacker (who can monitor traffic and signal to
some process outside the system if unauthorizdfictia detected) and
active warden (who try to remove all possible covert messages firaffic
that passes through his hands, or even worse wdearhact in analicious
way, he can send new message instead the origiegb snessage to
receiver) [AP98].

1.4 Related Work

Several researches concerned with information gidim audio
techniques have been developed. Some of the denglppevious works
related to the thesis objective are given below:

1. Petrovic, with his colleagues, (1999) [PWJ99] pneés#ata hiding
within audio signal using a proposed approach ddliee short-term
autocorrelation modulation). In this method thdet#nce signal is
added to the cover signal to obtain a stego sigitak difference
signal depends on the cover signal, embedded datach as the
stego key.
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2. Polpitiya and Khan (2001) [PKO1] proposed a techaifpr hiding
message in the audio fileeast Sgnificant Bit (LSB) technique was
used as a hiding method. To increase the leveleclirgy the
message was encrypted before insertion in audio fil

3. Yasmeen (2003) [Yas03] presented a hiding systairetimbeds a 10
characters digital watermark in the audio signak $ystem uses two
different hiding techniquestow bit encoding (LBE) in the time
domain and the human auditory characteristics m filequency
domain by usingFourier Transform. She noticed that the best
locations to host secret data in the spectrum aré¢he middle
frequency coefficients of each audio frame, andnooe than one bit
could be embedded in each frame. Therefore, thebaunof
embedded bits was less than that could be attabedising
embedded methods in the time domain.

4. Witwit (2004) [Wit04] designed an audio in audieganography
system that hide data of wave file of 8-bits sangliesolution and
single channel into cover wave file of 8-bits samgplresolution. He
applied wavelet transform on both secret and caoeta. To obtain
high and low coefficient, then he made suitablesgépy using
guantization process) for inserting the secret datahe cover
coefficients. After that a down-scale process waplémented to
minimize the scope of the quantized coefficientstHe embedding
stage, he embedded the downscaled coefficientiseofdcret audio
in the cover detail (high) coefficients, and theedwead information
(i.e., size of secret data, quantization steps)ematisedded in the low
coefficients of the cover.

5. Majeed (2004) [Maj04] introduced a steganographgtesy that
hides audio in audio usinDiscrete Cosine Transform (DCT). He

suggested six hiding methods; some of them dedidatéide audio
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data in audio data, while others have the abilitigiding any type of
secret data in audio data. Also, he applied sondgiadal steps to
Increase the security immunity of the system bygiswo kinds of
encryption:pure key steganography andprivate key steganography.

6. Muntaha (2004) [MunO4] introduced an image in image
steganography system. She utilizEdurier Transform Coding to
hide the desired information data. The hiding psscewas
implemented on the phase component in Fourier dorogiusing

color correspondence.

1.5 Aim of Thesis
The aims of this work to design and implement astegraphy

system that hides secret data in audio data byguBourier transform
domain. The secret data is a binary file, whatavas (image, audio,
text,...). The embedding method is done on the pleasgponent of the
cover audio signal that produced after applyingriesurransform. During
the embedding stage, the symmetry attribute ofFtharier domain should
be taken into consideration, to keep the validityhe reconstructed cover
data. In order to minimize the error rate that magur in the embedded
secret data, some additional steps are implemetiteg,based on making
statistical tests on the extracted repeated signly avoiding hiding in the

weak parts of the cover audio signal.
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1.6 Thesis Layout

In addition to chapter one, this thesis considtghe following
chapters:

Chapter Two: (Theoretical Background)

In this chapter some steganography techniques teghrsalysis
concepts are presented. Also, the discrete Fouaesform theory and the
concept of sound signal are explained.

Chapter Three: (The Proposed System | mplementation)

In this chapter, the proposed system design stapg the
implementation steps are given. The hiding modulé viwo hiding
methods, and extraction modules are presented.

Chapter Four: (Performance Test Results)

This chapter is dedicated to present the resultthe tests that
performed on the system by using different typesusfio samples.
Chapter Five: (Conclusions and Suggestions)

Some conclusion remarks that derive from the reswolt the
conducted tests are given in this chapter; alsmessuggestions for future

work are listed.



Chapter Two

Theoretical Background

2.1 Introduction

This chapter introduces the various techniquestedasnography,
which depend on the type of cover media. Also tle¢hiods used to hide
information in audio data are reviewed. The possiattacks
"steganalysis"may impose on steganography systems and the n¢leva
security are preview. When dealing with the sourdmight need a way
to transform the audio from time domain to frequedomain, Fourier
transform is one of the most commonly used tramsfoand it will be
used in this research to accomplish hiding taskrdiore the aspects and
equations deal with Fourier transform are descrilidéd basic structure
of sound and the way to represent in digital fosralso given in this

chapter.

2.2 Steganography Techniques

The internet provides an increasing broad bancbafmunication
service as a means to distribute information betwee users. Such
information includes text, image and audio...etc.ISkiad of distributed
information provides excellent carriers for hidderiormation. Many
different techniques have been introduced to etiliese carriers as hosts
for hiding information, also some other kind of roawrs where used
(include storage device and transmission contratgmol / internet
protocol (TCP\IP) packet) [JJ98-2]. According te tlype of cover media
the steganography techniques are classified ttotloaving:
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2.2.1 Hiding in Image [Ben96]

Data hiding in still images presents a variety balienges that

arise due to the way of the human visual system3HWorks and the

typical modifications that images undergo. There many attributes of

the HVS that make images potential candidatesXplo@ation in a data-

hiding system:

1.
2.

3.

4.

The masking effect of edges.

The varying sensitivity to contrast as a functioh gpatial
frequency.

The low sensitivity to small changes in luminance fandom
patterns.

The low sensitivity to very low spatial frequengiesuch as

continuous changes in brightness through an image

One of the most important advantages in usingistdiges for data

hiding is that they represent a no causal mediumeesit is possible to

access any pixel of the image at random. Thergateus techniques for

data hiding in still images:

1.

data,

o o A~ w0 DN

Least significant bit (LSB) insertion.

Spread spectrum.

Texture block.

Patchwork.

Orthogonal projection coefficients manipulation.

Other methods: dithering manipulation, perceptuatking, DCT

coefficients manipulation.

Some techniques are more suited to deal with sambunts of

while others to large amounts. Some techsigue highly resistant

AR
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to geometric modifications, while others are moresistant to

nongeometric modifications...etc.

2.2.2 Hiding in Text

An early approach to hiding information is in tektvisible inks
prove to be a popular medium. Computers bring nuagability to
information hiding. The layout of a document maysoalreveal
information. Documents may be marked identifiednydulations in the
positions of lines and words. Adding spaces andisible” characters to
text provides a method to pass hidden informatii®8-2]. Data hiding
in text is an exercise in the discovery of modifieas that are not noticed
by readers. For example, HTML files can be usedawy information
since adding space, tabs, invisible characters,extié line breaks are
ignored by web browsers. There are three major oastlof encoding
data: open space methods (through the manipulaifowhite space;
unused space on the printed page), syntactic metlftcat utilize
punctuation) and semantic methods (through the podation of the

words themselves) [Ben96].

2.2.3 Hiding in Disk Space

There are unused or reserved spaces on the diskdhld be used
to hold covert information; it provides a means fading information
without perceptually degrading the carrier [JJ98¥)e way operating
system store files typically results in unused spHwat appears to be
allocated to files. For example, under Windows pBrating system hard
disk (HD) drives are formatted as FAT16 (MS-DOS patible) without
compression they typically use cluster sizes df Bifobyte (KB). This

means that the minimum space allocated to a fig2i¥Kb, if a file is 1

'Y
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Kb in size, then an additional 31 Kb is "wastedhisT"extra" space can

be used to hide information without showing upha directory [KPOO].

2.2.4 Hiding in Network Packet [JJ98-2]

Protocol in the Open System Interconnect (OSlwogt model
has characteristics that can be used to hide ioom An uncountable
number of data packets are transmitted daily okierlbternet, any of
which can provide an excellent covert communicatdrannel. For
example, TCP packet header has six unused bitthané packet header
has two reserved bits, they can be used to transgormation across the

Internet.

2.2.5 Hiding in Video [Lan99]

Video files are generally a collection of images aaounds, so
most of the presented techniques on images anad aadi be applied to
video files too. The great advantages of videotheslarge amount of
data that can be hidden inside and the fact thatat moving stream of
images and sounds. Therefore, any small but otkerwioticeable
distortions might go unobserved by humans becatigeeocontinuous

flow of information.

2.2.6 Hiding in Audio
Embedding secret message in digital sound is gkyemsore

difficult than embedding information in digital imga because the human
auditory system (HAS) is extremely sensitive [KPOGEensitivity to
additive random noise is also acute. The pertuhatin a sound file can
be detected as low as one part in ten million B®dlow ambient level).
However, there are some “holes” available. While HAS has a large
dynamic range, it has a small differential rangs.aAresult, loud sounds

tend to mask out quiet sounds. Additionally, the SH#/ much less

'Y
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sensitive to the phase components of sound. Fintilgre are some
environmental distortions so common as to be ighdme the listener in
most cases.

The transmission medium of an audio signal refers the
environment in which a signal might go through @aah its destination.
Bender and his colleagues categorize the possibdasrission
environments into the following four groups [Ben96]

1. Digital end-to-end environment where the soundsfége copied
directly from one machine to another.

2. Increased/decreased resampling environment wiheresignal is
resampled to a higher or lower sampling rate.

3. Analog transmission and resampling where a signaonverted to
an analog state, played on a clean analog lineresaimpled.

4. “Over the air” environment where the signal iayed into the air

and resampled with a microphone.

2.3 Audio Hiding Methods

Different kinds of methods of data hiding in audiere introduced
in the published literature, the most common meshene:
2.3.1 Low-Bit Coding

This way is common in steganography and is retfitieasy to
apply in image and audio [KPOO]. By replacing teadt significant bit of
each sampling point by a coded binary string, we eacode a large
amount of data in an audio signal [Ben96]. Alsocaa change more than
one bit of the cover, for instance by storing twessage bits in the two
least significant bits of one cover element. Theretemessage should
normally have less bits than cover, the embeddiraxgss should be

finished before recording the end of the cover [BPO

V¢
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2.3.2 Phase Coding [Ben96]

The second technique is based on the weakness d& HA
insensitivity to initial phase, taking into considgon that HAS is
sensitive only for differential phase variation. uBh the sound file is
divided into blocks and each block’s initial phasenodified according
to the embedded message content while preserviagstibsequent
relative phase shifts. Phase coding techniquesiesighe following
stages:

1. The original sound sequence is broken into a serfieN short
segments.
2. Transform each segment into magnitude and phasaisoy
Fourier Transform.
Calculate the phase difference between consecseigments.
For segmen$®q, create an artificial absolute phd3es.

For all other segments, create new phase frames.

U

Combine the new phase and original magnitude to@etsegment

Sg.
7. Concatenate the new segments to create the stgmat.ou

Phase coding is one of the most effective codinthaus in terms
of the signal-to-perceived noise ratio. When thagghrelation between
each frequency component is, dramatically changeticeable phase
dispersion will occur. However, as long as the rhodiion of the phase
is sufficiently small (sufficiently small dependsn othe observer;
professionals in broadcast radio can detect madibos that are
unperceivable to an average observer),irmaudible coding can be

achieved.

Yo
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2.3.3 Spread Spectrum [Ben96]

Spread spectrum schemes can be used even if theyyuadd
perceivable noise to the sound. In a normal comaati@n channel, it is
often desirable to concentrate the informationamarrow a region of the
frequency spectrum as possible in order to consavadable bandwidth
and to reduce power.

The basic spread spectrum technique, on the dthed, is
designed to encode a stream of information by slimgahe encoded data
across as much of the frequency spectrum as pesdihis allows the

signal reception, even if there is interferencesome frequencies.

2.3.4 Echo Data Hiding

Echo hiding attempts to hide information in diseraudio signal
by introducing arecho.The data are hidden by varying three parameters
of the echo: initial amplitude, decay rate, andseff(or delay). As the
offset (or delay) between the original and the edkoreases, the two
signals blend. At a certain point, the human earnoa distinguish
between the two signals. The echo is perceivedidscaresonance. This
point is hard to determine exactly. It depends be tuality of the
original recording, the type of sound being echaed] the listener. In
general, it is found that this fusion occurs arodhtdO0 of a second for
most sounds and most listeners.

The coder uses two delay times, one to represdmhay one
(offset) and another to represent a binary zerts€oft+ delta). Both of
these delays were chosen small enough to be hgatftelnaked ear as
enrichments in sound, and not as distortions [BEn96

All abovementioned methods are considered as ldwcduling
techniques, they have some sort of robustnesseXanple, phase coding

method provides robustness against resamplingeot#mrier signal, but
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has a very low data transmission rate, since thereteinformation is
encoded only in the first signal segment. On thetreoy, spread

spectrum and echo hiding perform better in mangsd&P00].

2.4 Steganography Protocols [JDJO0O]

There are three types of steganographic protocpise
steganography, secret key steganography, and pkéjicteganography.

In the following some of their principles will digsssed.

2.4.1 Pure Steganography

The steganography system that does not requineribeexchange
of some secret information (like a stego key) idleda a pure
steganographyThe embedding process can be describe as a ngappin
E:CvxMsg—Cv, whereCv is the set of the possible covers avsg is
the set of possible message. The extraction pramsssts of a mapping
D:Cv'—>Msg extracting the secret message out of a coveh Bender
and receiver must have access to the embeddingxrattion algorithm,

but the algorithm should not be public.

2.4.2 Secret Key Steganography

A secret key steganographgystem is similar to a symmetric
cipher: the sender chooses a cdberand embeds the secret message into
Cv by using the secret kel. Receiver knows the key used in the
embedding process, he can reverse the process xarattethe secret
message. Anyone who does not know the secret lmydhot be able to
obtain evidence about the encoded information.

2.4.3 Public Key Steganography
Public key steganograplsystems require the use of two keys, one
private key and one public key; the public key israd in a public
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database. Whereas the public key is used in thee@dntg process, the
secret key is used to reconstruct the secret mes€ate way to build a

public key steganography system is the use of dqkiy cryptosystem.

2.5 Security of Steganography System [KPOO]

When the embedding method doesn't dependent on senret
information shared by sender and receiver, an latteey happen since
the receiver is not able to verify the correctnesthe sender's identity.
To avoid such kind of attack the algorithm mustdlgust and secure. We
can define asecure steganography algorithrm terms of four
requirements:

1. Messages are hidden using a public algorithm aseteet key, the
secret key must identify the sender uniquely.

2. Only the holder of the correct key can detect,aotirand prove the
existence of the hidden message. Nobody else shmulable to
find any statistical evidence of a message's existe

3. Even if the enemy knows the contents of one hiduessage, he
should have no chance of detecting others.

4. It is computationally infeasible to detect hiddeassages.

2.6 Steganalysis

The steganography deals with techniques for hidirigrmation,
while the goal ofsteganalysisis to breaking steganography security.
Attacks and analysis on hidden information may takeeral forms:
detection, extraction, and disabling or destroyiidglen information. The
person who applies this analysis is called $teganalystor attacker
[JJ98-1].

It is fair to say that steganalysis is both araad a science. The art

of steganalysis plays a major role in the selectadnfeatures or
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characteristics a typical stego message might éxhitile the science
helps in reliably testing the selected featurestlfier presence of hidden
information.

In general, extraction of the secret message coelda harder
problem than mere detection. Therefore, the attaakay be categorized
according to their abilities into:

1. Passive steganalysis. Detect the presence or absence of a secret
message in an observed message.
2. Active steganalysis. Extract a (possibly approximate) version of

the secret message from a stego message.

Note that active steganalysis could be differeoimfran active
warden case. An active warden manipulates the steggsage in the
hopes of destroying the secret message (if anyamactive steganalysis
attempts to estimate and extract the secret mesg#gaut destroying it
[Cha02]. The attacks used by steganography canabegarized into
[JJ98-1]:

1. Stego only attack: Only the stego-object is available to detect
and/or extract the embedded message.

2. Known cover attack: is used when both the stego-object and the
cover object are available, so that the attacken caake
comparisons between them.

3. Known message attacksuch kind of attack implies the analysis
of some known patterns that correspond to hiddéorrmation,
which may help against attacks in the future. Ewgth small the
message, this may be very difficult and may be idened the
same as a stego-only attack.

4. Chosen stego attack:is used when the stego-object and the

steganography tool (or algorithm) are known.
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5. Chosen message attackihe steganalysis generates a stego-object
from some steganography tool or algorithm of a enosessage.
The goal of this attack is to determine correspoggiatterns in the
stego-object that may point to the use of speateganography
tools or algorithms.

6. Known stego attack: The steganography tool (algorithm) is

known and both the original and stego-object aslable.

2.7 Fourier Transform

Fourier analysis is named aftdean Baptiste Joseph Fourier
(1768-1830), a French mathematician and physid8hile many
contributed to the field, Fourier is honored fors hmathematical
discoveries and insight into the practical usefséneof the related
techniques. Fourier was interested in heat propagaand presented a
paper in 1807 to the Institute de France on the afssinusoids to
represent temperature distributions. Fourier amalys a family of
mathematical techniques, all based on decompogingls into sinusoids
(collection of sine and cosine signals) [Smi99].

Timeis fundamental in everyday from life. At most dlirtgs move
as a function of time. On the other hand, althogghnd waves are
composed of moving atoms, their movement is toollsemad their
frequency of the vibration is too fast to obserireatly. Thus it is easier
to describe sounds ifrequencyspace rather thamime space. The
transform of sound or many other things in physican time space to
frequencyspace could be by Fourier transform. In this redearork, we
will record time-varying sound wave patterns amshs&form them into
frequency spectra (i.e., amplitude as a functiofmrezfuency) [Hei05].

The number of samples in the each domain is usuvafiyesented

by thevariable N While N can be any positive integer, a power of two is
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usually chosen (i.e., 128, 256, 512, 1024, etcgré@lare two reasons for
this. First, digital data storage uses binary asking this will make
power of two is a natural signal length. Second thost efficient
algorithm for calculating thdiscrete Fourier transforndDFT) is thefast
Fourier transform(FFT), it is usually operates witk that is a power of
two. In most cases, the samples run from N4h rather than 1 tél.

One of the roots in the Fourier series analysighis discrete
Fourier transform(DFT). It is used with discrete and periodic signal
because the signal could be eithentinuousor discrete and it could be
either periodic or aperiodic, figure (2.1) illustrates different type of

signals [Smi99]. The discrete Fourier transformgiieen by [MSY99]:

f (x)e 12N (2.1)

Where, j denotes the complex numbker, the great German
mathematician Carl Friedrich Gauss (1777-1855) ewbithis term as
complex number, and he paved the way for the modern understarafing
the field. Every complex number is the sum of tvammponents: a real
part and an imaginary part. The real part is a neshber, one of the
ordinary numbers that learned in childhood. Thegmary part is an
imaginary number, that is, tlsguare-root of a negative numband we
could express the real and imaginary part as (X)+where X real part,
and jY is the imaginary part. One of the most int@ot equations in
complex mathematics iEuler's relation, named for Leonhard Euler
(1707-1783)) [SMi99]:

e’ =cos x 4 sin x (2.2)
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Signalsthat are continuous and aperiodic (\/\—
Signalsthat are continuous and periodic _'/\/\J/\'/\j\f

Signalsthat are discrete and aperiodic . .._-""--.-——---

Signalsthat are discrete and periodic i N

Fig (2.1) Signals types

In this case, the real part(sos x)while the imaginary part iésin
x), from this form we could rewrite equation (2.1)[SY99]:

f (x)cod2/mx/ N) - j sin(27ux/ N)] (2.3)

Foru=0,1, 2, .......... , N-1

The value of(u) is complex number, with real part corresponding
to the cosine term and the imaginary part corregpgnthe sine term,
therefore it could be represds(u) asF,(u) + j Fi(u), and each part could
be computed separately, as follows [MSY99].

Yy



Chapter Two Theoreticald@ground

N-

I—‘

F (u)= % _ f (x)cogd27mx/ N) (2.4)
= (u):_ﬁlff(x)sin(me/ N) (2.5)
Foru=0,1, 2, .......... , N-1

WhereF,(u) is the real part, whil&;(u) is the imaginary part. The
magnitude and phase of the complex numbBén) are determined
according to the following [MSY99]:

Mag(u ) =yF? (2.6)

And

Phs(u):db(u):tan'l[ E m 2.7)

The Mag is magnitudedefined as the length of the vector starting
from the origin and ending at the point on the claxplane, while the
Phsis phaserepresented the angbetween this vector and the positive x-

axis [Smi99]. Could represent the coordinate fagghand magnitude as:

In addition, the equations to reconstruct the aaal imaginary part
from phase and magnitude are [MSY99]:

Fr(u) = Mag (u)Cos(Phs(u)) (2.8)
And

Fi(u) = Mag(u)Sin(Phgu)) (2.9)
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The transform from frequency domain to time domsioalledthe

Inverse Discrete Fourier Transforgiven by [MSY99]:

F(F) = 1= > Fler .10

u=0

Forx=0, 1, 2, .......... , N-1

In many applications, the output data for DFT isnptex and
satisfy the symmetry in its magnitude and phags,gioperty allows for
concentrating the determinations and plot taskgishhalf of the period
(i.,e., half number of Fourier coefficients). Thigoperty is called

conjugate symmetfiSY99J:

F( N-u) = F(u), (2.11)

Foru=1,...... , N-1

Where, N is the number of samples.

The conjugate symmetry property implies that thal mart and
magnitude are even functions while the phase aadimary part are odd
functions. This property was used to simplify tmalgsis and to reduce
the number of computations. Equation (2.11) cowddekpressed by the
following alternative expressions [MSY99]:

Fr(N-u) = F.(u) (2.12.a)
Fi(N-u) = -F(u) (2.12.b)
Phase(F(N-u)) = 360 — Phase(F(u)) (2.12.c)
Magnitude(F(N-u)) = Magnitude(F(u)) (2.12.d)

For u=1,...... , N-1

v¢
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2.8 Quantization Process

Quantization refers to the process of approximattregcontinuous
set of values in the signal with a finite set ofues to discrete values
[Sal00]. Widrow's Quantization Theorem describeamjzation theorem,
by modeled, see figure (2.2), as the addition afndorm distributed
random signaé and the original unquantized sigglZol98].

I nput Signal Output Signal

q q=g+e

Fig (2.2) A quantization mbde

The quantizer is a function whose set of outputiegslare discrete,
and usually finite. Obviously, quantization is @a@ess of approximation,
and a good quantizer is one which represents tiggnal signal with
minimum loss or distortion. So can used the quantba error (d - q') as
a measure of the optimality of the quantizationcpss [Sal00].

Quantization type that deal with taking a singleueaand reducing
the number of bits used to represent that valuectatalar quantization
and is most easily achieved by roundihile vector quantizatiotreats
the entire vector value as a single entity and tizes it by reducing the
total number of bits required to represent theatect

In addition, there are two ways to do quantizatli@oremuniform
quantizationor non-uniform quantizatiorin uniform quantization, all the

subdivisions into which the range is divided of aqwidth. In non-
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uniform quantization, these quantization bins ase all of equal width
[Umb98].

2.9 The Sound [Smi99]

Sound in natural is a series of air pressure datodns represented
as analogue signal. The analogue sounds are watestel by human
ears within the range (20 Hz to 20 kHz). These waae continuous
signal in both time and amplitude.

In addition to the sound signal, there are varidusds of
continuous signal; light intensity that changeshvdistance; voltage that
varies over time; a chemical reaction rate thateddp on temperature,
etc. Analog-to-Digital Conversion (ADC) and Digal-Analog
Conversion (DAC) are the processes that allow aligitomputers to
interact with these signals everyday.

Sound in the computer is a graph of the chang& ipressure over
time and represent as digital sound. Digital sowsr@sdiscrete signal in
time and amplitudeThe unit to deal with digital sound is calledmple
Digital signal is different from its continuous s@& in two important
aspectssampling and quantization Both of these aspects restrict how

much information a digital signal can contain.

2.9.1 Sampling

Sampling is the first step towards conversion signf@om
analog (continuous-time) to digital (discrete-timelomains. It
consists of measuring the amplitude of the analody@awaveform at
periodic intervals of timdigure (2.3) illustrates the sampling of analog
signal. The time axis is divided by sampling pr@cekhe time between

samples is called the sampling interval. The maoncern is to
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represent the original analog values with adequmatision. The

measurement accuracy depends on the frequanaeyhich the audio

Amplitude

Fig (2.3) Sampling analog signal

signal is measured, or sampled. Nyquist and Shatireorem states that
the sampling frequency must be at least twice @oadily more than
twice) the highest audio frequency being samplezb[H].

The precision at which the digitized signal willpresent the
continuous signal depends on two parameters odlitfigzation process.
First, the rate at which that amplitude measuresmant made (i.e., the
sampling rateor sampling frequenqy The unit of sampling rate is Hertz,
this word refers to both sampling rate where iergefto samples per
second, while for frequency the word Hertz refergycles per seconds.
Second the number of bits used to represent eaphtade measurement
(the sample size Different models have been provided to represieat
audiosamples8-bit per sample can resolve 256 {=@ifferent amplitude
values; or 16-bit per sample can resolve 65,536°(v2lues.

When a sample is taken, the actual value is rounalélde nearest
value that can be represented by the number ofrbasample. Since the
actual analog value of the signal amplitude attthe of sampling is
usually not exactly equal to one of the discretéues that can be
represented exactly by a sample, there is some @rherent in the

process of digitizatiofSmi99].

Yv



Chapter Two Theoreticald@ground

Standard formats to store samples, make the walere&sr
software developers and equipment manufacturers ptoduce
products that are less costly and more compatibtl wach other.
Pulse Code Modulation (PCM) is a common methodtofisg and
transmitting uncompressed digital audio. PCM is #aight
representation of the binary digits (1s and 09arhple values. When
PCM audio is transmitted, each “1” is representgdab positive
voltage pulse and each “0” is represented by theeabe of a pulse.
Figure (2.4) shows a PCM signal format. PCM igl $hié€ most widely

used digital representation for representationunfia signal [Tim98].

PCM Pulses
ey

LRI

AL I RN AL

-<+— Analog Signal

Fig (2.4) Pulse code modulation

2.9.2 Quantization

The termqguantizationrefers to convert the amplitude axis from
continuous to discrete values. The two variablesthe two axes of an
analog sound wave. The X axis is time, and the i¥ @xvoltage. Both of
these axes must be divided into discrete valuesdar to store the analog
signal in digital form. The time axis is divided laysampling process.
While the amplitude axis divided by quantizatiorm|S9], see figure
(2.5).
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Amplitude

Fig (2.5) Signal quantization

The number of available values is determined byntimaber of bits
(O's and 1's) used for each sample; also it iseddllt depth or bit
resolution. Each additional bit doubles the number of quatitin levels
(1-bit samples have two discrete values; 2-bit daspave four discrete
values, etc.). When a sample is quantized, thantsbeous snapshot of
its analog amplitude has to be rounded off to tharest available digital
value. This rounding-off process, callegpproximation. The digital
signal is defined only at the point at which it 9ampled, which is
sometimes higher and sometimes lower than theraligignal within the
sampling interval. The smaller number of bits uped sample, greater
distances the analog values need to be roundetb@ffThe difference
between analog values and digital values is calleantizing erroras
shown in the figure (2.6) [Has01].

I Ty

Ly

bc'=.an|:n|:-r'-:n><1'n'|.a|t1'-:nn or quantizing errar

o greater error = more noise

z (lower dynarnic Fange)
salution is larger bytes,
=smaller approsimation

Fig (2.6) Quantization error

An increase in the magnitude of approximation errcause an

increase in the level of produced quantizationeol® reduce thdigital

A



Chapter Two Theoreticald@ground

noise we use larger sample sizes (greater bit depth)chwin turn
correspond to the dynamic range of the digitalesystas shown in figure
(2.7).

The use of high sampling frequency and more bitguantization
will produce better quality digital audio, but fitvre same length of audio,

the file size will be much larger than the low atyagaudio [HasO1].

1-hit sample size » 2 values (0 or 1) = 6 dB dynamic range
1
2
E:
AN/
3 \
0— \__:
time
4-bit sample size * 16 values = ~24 dB dynamic range
mu:ffffffffffffffffffffffffffffffffffffffm\;f:f
L N R N s
-
wnu_f:f:ffffiiiiiifffff:'iiiii_fffffffff:ffffffff‘l'ﬁf
D“D::::L—uﬂm&.. :::::k:::::}J 333333"II333333333|E33333333-.3
I R . ! ::::::'i::::::::l[::::::::: !
e e e o A S A 11
DmD:ffffffffffffffffffffffffffff\:ffff:f/:{fffffffffl{
pogp—-——— SESEEEER s 2 -
time

Fig (2.7) Quantization using one bit and two béampling resolution

2.10 Digital Audio Structure

Digital audio file has two main parts: the headwat the audio data.
The header is used to store information about ilee ihcluding the
resolution, sampling rate and type of compressieic, The header
structure based owghunls and sub-chunks Each Chunk has a type,
represented by a number of character called Chuntdines first in the
chunk,followed by ChunkSize (long integer) is the sizdlof rest chunk
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data (except the size of ChunklID, and ChunkSize¢ntcomes the
content of the chunk [BorO1].

Multimedia applications require the storage and agament of a
wide variety of data, including bitmaps, audio dataleo data, and
peripheral device control information. RIFF stanfty Resource
Interchange File Formaprovides a way to store all these varied types of
data. RIFF file may contain different types of ddteese types indicated
by the file extension. Examples of data that maytoeed in RIFF files
are [Web03]:

Audio/visual interleaved data (.AVI).
Waveform data (.WAV).

Bitmapped data (.RDI).

MIDI information (.RMI).

Color palette (.PAL).

Multimedia movie (.RMN).
Animated cursor (.ANI).

A bundle of other RIFF files (.BND).

© N o gk~ 0D PR

The entire RIFF file is a big chunk; it may contaarious types of
sub-chunks. The first thing in the contents of IEF chunk is the form
type which describes the overall type of the filetmtents such as WAV,
AVI, etc [Web03].

Windows Audio Visual (WAV) audio files are one oh«
common formats used to store and play digital awdia. WAV file is
usually coded in PCM format, which means uncompgedge; it takes
up a lot of space. Sometimes, wave files may bedad other formats,
including MP3 format, which mean compressed fileAWile supports

various characteristics; sampling resolution, nunmdfechannels, and

AR
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compression type, etc. There are tauab-chunkghat are required in

order to successfully save sampled audio wavef¢Bos01]:

1. Thefmtchunk specifying the data format.

2. Thedata chunkcontaining the actual sample data.

The main advantage of using this chunk structuréha& when
parsing a WAVE file we don't need to interpret gvelunk type but we
could skip over the sub-chunks we don't need bdingathe ChunkID
and ChunkSize parameter, after identifying the tgbehe sub-chunk
(using ChunkID) and found it is not the wanted owe, can skip this
chunk by using the second parameter.

The structure of wave audio file consists at lea$ttwo
common chunks. These two sub-chunks are fmt ara cdatnks, their
contents are described in tables (2.2), (2.3) [Vi3¢b0

The structure of fmt sub-chunk is described indgll.2), the size
of this sub-chunk usually equal to 16 bytes, butas noticed that some
sound recorder programs use 18 bytes instead &6 L., there are two
additional bytes). The sub-ChunkID field consistsfaur characters
(4 bytes), and the field of sub-chunk size is lartgger (4 bytes) type, in
case of the existence of the additional two byttesy should by-passed.

Table (2.1) The RIFF Header Chunk

Size .
Offset Field name ipti
(Byte) Contents Description
0 4 Chunk ID Contains the letters "RIFF" in ASCII
The size of WAV file in bytes minus 8
4 4 Chunk Size bytes (4 bytes to Chunk ID and 4 bytes to

Chunk Size)

8 4 Format Contains the letters "WAVE"

vy
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Table (2.2) The fmt Sub-Chunk
Offset Sl Field name Contents Description
(Byte)
12 4 Sub-Chunk1 ID| Contains the letter§mt "
This number describe the of the rest sub-
chunk data: audio format (2bytes) + num.
channels (2bytes) + sample rate (4byte§) +
16 4 Sub-Chunk Slzaby'[es/sec (4bytes) + block alignment
(2bytes) + bits/sample (2bytes). This|is
usually 16.
Type of WAVE format. PCM=1 valug
20 2 Audio Format | other than 1 indicate some form |of
compression
22 2 Channel Numberschannels: Mono=1, Stereo=2, etc.
Samples per second.
24 4 Sample Rate | . . '8000,22000, 44100, etc.
Bytes per Second = Sample Rate| x
28 4 Byte Rate Channel Numbers x BitsPerSample/8
The number of bytes for one sample
32 2 Block Align including all channels.
Or = Channel Numbers X
BitsPerSample/8
34 2 Bits Per Sample Value 8 =8 bits, Value 16 = 16 bits, etq.
Table (2.3) The Data Sub-Chunk
Size .
Offset Field name Contents
(Bytes)
36 4 Sub-Chunk2 ID Contains the letters "data"
| Size in bytes refers to the rest sub-chynk,
40 4 Sub-Chunk?2 Size
mean the actual data sound.
44 * Data The sound data.
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Chapter Three

The Proposed System Implementation

3.1 The System Model

The general structure of the proposed systemuistitited in figure
(3.1). It consists of two basic modules: hiding andraction modules.
The input to this system are the cover file (wake)fand secret file
(binary file). These inputs are processed in thgnigi part with various
operations to produced stego wave file. The stegdioaentered to
extraction stage is processed through a set ofatipes to retrieve the

secret data.

A 4 Load Stego
Load Stego 1
Cover Audio Cover !
Audio Data -
Hiding i i | Extraction
v Module |: Module
Load
Sec_ret’ Secret ) Secret
Data Data ! Data
End
a. Embedding b. Extraction

Fig (3.1) The general system model

Each module (i.e. hiding and extraction) consisefs several
processes, working systematically to lead to tmalfresult. However,

some of these processes are replicated in hididgeatraction modules,
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and these processes are load wave file, Fouriesftyam, inverse Fourier

transform and quantization process.

3.2 Load the Cover File

The first step in the embedding module involvechwéaading both
cover and secret files. In this research, the dfgbe used cover file was
audio file of type waveform (.wav). The structuretlnis wave file, was
explained in section (2.11), consists of a sequehahunks, the chunk
has three parts; ChunkID, CunkSize and data. Wheratidio wave file
Is opened as a first step, the header of the fiustmead, it contains the
main chunk'RIFF chunk’, and the sub-chun¥mt". Then, as a second
step, the sub-chunk data must be loaded. For metailsi about the
structure of these chunks, see tables (2.1), &hd)(2.3). The required
properties about the audio samples are listed IRFRchunk and'fmt"
sub-chunk, while the actual data are given in "tsitdo-chunk.

The wave data either stored as one channel, calbeb,or stored
in two channels, calledgtereo The mechanism followed in this research
implies handling the contents of each channel se¢plgrwhatever is the
data type.

The audio samples resolution (i.e., number of pés sample) is
either 8 bits (ranging from 0 to 255), or 16 bitanging from -32768 to
32768). This may cause confusion when dealing Wibth kinds of
sample resolutions, because to handle both casesstmctures for
system must be established, the first one to hahdl8-bits samples, and
the second to handle the 16-bits samples. To ah@dconfusion, and to
unify the handles of both cases the range of tmepka values were
mapped to be between 0 and 255. Therefore, thee valeeach sample
was represented by 8-bits (whatever its originai@a resolution is 8 or
16 bits), in this case, an array of byte type wagimmated to represent the
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audio cover data. Pseudo code list (3.1) showsntpeemented steps to
read and map the cover wave file.

When the original audio cover data has sample uésal 16-bits
and it is mapped to 8-bits resolution the qualityhe audio signal will
slightly degraded, and this may be consideredg@satdegradation. But,
in case of steganography applications, this deereasample resolution
will not be consider as a deviancy because theitgua the cover data
will somehow reduced due to data-embedding procéks. level of
distortion cause by data embedding stage is, mobkigher than the
subjective degradation cases by reducing the samesolution from 16
to 8-bits.

Code List (3.1): Load the cover wave file

I nput:

CovName: The name of secret file
Output:

Hdr: Header of cover file

DataSize: The size of the real cover data

Cov: Array of bytes contains the data sample ofatindio file

Open the cover file "CovtNarhe
Read Hdr from file /Il The header of wawve fil
Extract ChannelNo from Hdr
Extract SampleResolution from Hdr // Bits Per Skemp
Set L— 37 //jump to location after header types udéta Chunck
Do

Seek to L in file

Read ChunkID

Read DataSize

Set L— L + DataSize

While ChunkID <> "data"
If ChannelsNo = 1 then Continue >

1
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If SamplResolution = 8 then

Get Vectrl from File //*Vectrl is an array oftbg represent

udko data *//
For each sample i in Vectrl
Set Cov(i}— Vectrl(i)
End loop
Elself SamplResolution = 16 then
Set DataSize- DataSize \ 2
Set R— 128/ 32767
Get Vectr2 from file /[*Vectr2 is an arrayiateger
represent audio data*//
For each sample i in Vectr2

Set Cov(i}— (Vectr2(i) x R) + 128 //*convert to range
[0..255]*//
End loop
EndIf

Elself ChannelNo = 2 then
If SamplResolution = 8 then
Set DataSize- DataSize \ 2
Get Vectrl from File
For each sample i in Vectrl
Set Cov(¥— Vectrl(2 x i)
End loop
Elself SamplResolution = 16 then
Set DataSize- DataSize \ 4
Set R— 128/ 32767
Get Vectr2 from file
For each sample i in Vectr2
Set Cov(i¥— (Vectr2(2 x i) x R) + 128
End loop
EndIf
EndIf
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3.3 Load the Secret Data

The secret file in this system is treated as arpifiee, whatever is
its type (like, image, audio, text...). Thereforeteafreading the secret
data as an array of byte type (i.e., the valuegingnbetween 0 and 255),
the sequence of bytes must converted to binaryesegy to get the final
data as a sequence of ones and zeros. The cod@.@3tshows the
implemented steps to load the secret data while cthae list (3.3)

illustrates the process of the binary conversion.

Code List (3.2) Load the secret file
I nput:

ScrtName: Secret file Name
Output:

OrgScrtLen: Size of secret file

OrgScrt: Secret data as an array of bytes

Begin
Open the secret file "ScrtName
Get OrgScrtLen /I* The length of secret file
Get secret data OrgScrt @fgScrt[0..0rgScrtLen] as
an array of Bytes.
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Code List (3.3): Binary conversion

I nput:
OrgScrt: Secret data as an array byte
OrgScrtLen: Size of secret file
Output:
Scrt: Binary secret data as an array byte
ScrtLen: New size of secret data
Begin
Set K—0
For each byte value i in OrgScrt
For each bit j in byte /[ fromQto 7
Set Scrt(K+j}— OrgSecrt(i ) AND (2" )
SetK— K+ 8
End loop
Set ScrtLer— OrgScrtLen x 8
End.

3.4 The Hiding Module

The hiding part consists of a sequence of processdafe cover
file. As a first stage, the cover audio data argimned into blocks of
samples. The block size must previously be predédby the user, and
must be not so large to avoid the occurrence oh ligmputational
complexity. In this research, the block size wassem 8, 12, 16, 24, or
32. In the remaining part of this chapter the blede is denoting by N.
Beside to partitioning the audio data, the follogviprocesses were
applied:

1. Voiced and unvoiced blocks classification.

2. Quick Fourier transform (QFT) and inverse quick Reu
transform (IDFT).

3. Uniform quantization.

4. Hiding in Selected Blocks.
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3.4.1 The Voiced / Unvoiced Sound Classification

Sound consists of acoustic pressure waves, for gheatine speech
Is created by the voluntary movements of anatonmstaictures in the
human speech production system. As the diaphragoedoair through
the system, these structures are able to genardtehape a wide variety
of waveforms. These waveforms can be broadly catag into voiced
and unvoiced sound.

The adopted embedding mechanism in one of propbs#idg
methods in this research, depends on hiding ivolee area of the cover
sound and ignore unvoiced area. Therefore, theedoregions in the
cover sound must isolate from unvoiced area. Thpldmented and
unvoiced classification was based on measuringdiee power for each
block of the cover wave data, and compare this pavith a predefined
threshold Thr) to decide if the tested block is considered viokck or
not. In addition, if the determined power of theceal block is too close
to the threshold value, then the power of suchlkisaencreased, while it
Is decreased for the case of unvoiced block. Ttap & performed to
avoid the possibility of power shifting due to tharther processing
imposed on the voiced blocks (like, secret data eziding, and the
rounding process that follows inverse Fourier tf@ams). This shift may
cause a change in status of the auto-classifiedkbfiom voiced to
unvoiced. The adopted kind of power shifting waselby checking the
difference between the power of voiced block anel ttireshold Thr)
value. If this difference is less than an alphaugaf), then the tested
block is send to power shifting process. If thailesf comparison is less
than @) then multiply all the samples of the block by eeqefined
parameterff). The value of[f) should be grater than 1 for voiced blocks,
and it is less than 1 for unvoiced blocks. Pseumtte3.4) illustrates the

steps of checking the voiced and unvoiced blocks.
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Code List (3.4): Voice/Unvoiced block checking

I nput:

N: The block Size. /IN=8,12, 16, 24, 32

WavBIk: N samples of wave audio.

Thr: Predefined parameter determined the boundedep voiced and

unvoiced Block.

o This parameter determined the bounded of powitirsh area.

[: This parameter determined the power shifting area

Output:
Flag: Boolean value
Begin
SetT < Thr x Thr x N
Set Pw— 0
For each sample i in WavBIk
Set Pw— Pw + (WavBIKk(i)-128) " 2
End loop
If Abs(Pw - T) <a Then
If Pw >=T Then
For each sample i in WavBIk
Set WavBIk@) f x (WavBIk(i) — 128)+128
End loop
Set Flag- True
Else
For each sample i in WavBIlk
Set WavBIkg) S x (WavBIk(i) — 128)+128
End loop
Set Flag- False
End If
Else

If Pw >=T then Set Flag True else Set Flag- False.

End If
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3.4.2 The Fourier Transform Implementation

The basic step in the proposed system to hidetsgat@in audio is
Fourier transform. Here the input data to the Fauniansform are the
samples of the cover voiced block, these samplesansidered as the
waveform representation irme domainbecause the samples taken over
time. The output of Fourier transform is consideasdhe representation
in frequency domainThe termfrequency domaiims used to describe the
signal in terms of amplitudes and phases of a sesfefundamental
sinusoidal and cosinusoidal waves. Threquency domaincontains
exactly the same information as tth@e domainit is just in a different
form. If you know one domain, you can calculate ttieer. The process
of calculating the frequency domain from time damas called the
forward DFT,or simply, theDFT. In addition, the calculation of the time
domain from frequency domain called timverse DFT,equations (2.1)
and (2.8) described these two mapping forms.

The number (N) of samples of each voiced block gédkrough
Fourier transform represent the size of the bl@eld it may not be of
power (2). The values oN taken in this work are 8, 12, 16, 24, and 32.
The main reason behind choosiNgas a small number is to make the
computation time as small as possible, and to athmdoccurrence of a
drastic changes in the characteristics of the asgjoal that hold in the
voiced blocks.

For a signal consists of N-samples the calculatain DFT
coefficients requires the number 2N(N-1) of mulGptions and additions
operations. From equation (2.1) we can notice tiratdetermination of
each complex coefficient, F(u), require N multipion and N-1 addition
operations. So, the determination of N-complex ftwehts require
2N(N-1) multiplication and addition, taken into citheration that the

determination of DC-coefficient doesn't need milittgtion operations.
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When the value of N is increased the number of atfmers is increased
and the computation time will become longer.

In this research, the equation of Fourier tramsfevas expanded
for certain values of N (i.e., 8, 12, 16, 24, 3®)en the expanded
equations were simplified by taking the benefit$haf existing symmetry
In the coefficients, and by converting the floaemiions (addition and
multiplications) to integer operation. This strateg calledQuick Fourier
Transform (QFT)

In chapter two, it is mentioned that involved egues of Fourier
transform could be written as two set of equatidhg first set is to
determine the real part coefficients,)( see equation (2.4), and the
second set is to determine the imaginary part woexfit (F;), see equation
(2.5).

The first step in the quick Fourier transform (QFiE) the
calculation of involveatosineandsinefunctions. Because these functions
are repeatedly computed with each term in Fourarsform equations,
taking into consideration that the transform shaapglied over all voice
blocks, which means that the values of these fancéire required too
many times. Therefore, as a first step; two tahlesconstructed each one
contains all possible needed values of the keunattions (either cosine
or sine).

The size of each kernel table is (NxN), becauseettage N
coefficients of E,) and §;) in each transform equation, and there are N
transform equations, see equations (2.4) and (2.5).

Since, the range of values of cosine and sine ifumets between
[-1, 1]. So all the values listed in kernel tabées float and these values
could be considered as constants in the calculatibrthe Fourier
transform for certain N-value. Since the applicatiof mathematical

operations (addition, subtraction, multiplicati@t¢...) between floating
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numbers implies more complexity in comparison watbmplexity of
same operations applied on integer numbers. Intiaddithis high
complexity will make the overall time required terform the overall
involved computation of Fourier transform is a lomme. To speed up
the calculations all involved operations were mappe be of integer
type, this step is done by mapping all values airo® and sine function
from floating number to integer number. The cone@ntalues are stored
as signed long integers whose values extend fr@h4{483648) to
(2147483647). The conversion from float to integamber was easily
done by applying the following linear mapping (oppeoximation)

process:
| = round (fn x 2 (3.1)

Where: f is the floating number.

| is the corresponding integer number.

Although the above mapping involves an approxinmatperation
(i.,e., round operation), it does not cause sigaiftc effects on the
accuracy of the determined Fourier coefficients (tnder of the error
caused by this approximation will be around 0.0@e to this integer
mapping, the final values of Fourier coefficients anultiplied by 2°.
The code list (3.5) illustrates the implementedostéo determine the
kernel function values.

To illustrate the reduction performed on Fourieangform
computations by using a set of expanded equationih Www
computational complexity, let us consider the caken the transformed
audio block size consist of eight samples (i.e.+18). Later the final

reduced Fourier equations for the cases (N = 1,224,632) will be given.
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Code List (3.5): kernel table construction

I nput:
N: The audio block size
Output:
C: tables of cosine data
S: table of sine data

Begin
Set Pi— 4 x tan*(1)

Set A— 2xPi/ N
For each index uin N
Setuk—u x A
For each index xin N
Set B— uu x X
C(u,x) = Cos(B) x 1024
S(u,x) = Sin(B) x 1024
End loop
End loop

The steps followed to reduce to transform equatimhen the
block size is eight are the followings:
Stepl:Construct the tables of the values of kernel fiomst, (i.e. cosine
C(i,J)) and sines(i,))). The determined values that listed in cosine
tableC(i,)) are:

1024 1024 1024 1024 1024 1024 1024 1024 ]

1024 724 0 —-724 -1024 -724 0 724
1024 0 -1024 O 1024 0 -1024 O

c (i ’ j) 11024 -724 0 724 -1024 724 0 -724
1024 -1024 1024 -1024 1024 -1024 1024 -1024
1024 -724 0 724 -1024 724 0 -724

1024 0 -1024 O 1024 0 -1024 O
1024 724 0 —-724 -1024 -724 0 724
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While, the determined values that listed in sifee&(i,)) are:

0 0 0 0 0 0 0
724 1024 724 0 —-724 -1024 -724
1024 0 -1024 O 1024 0 -1024
724 -1024 724 0 —-724 1024 -724
0 0 0 0 0 0 0
-724 1024 -724 0 724 -1024 724
-1024 O 1024 0 -1024 O 1024
-724 -1024 -724 0 724 1024 724

v
=)
=
|
O OO oo o oo

Step2:Expand equations (2.4) and (2.5), to get the eaglnations of the
real ;) and imaginaryK;) coefficients:

[F(0)] [1024f0 1024f: 1024f> 1024fs 1024fs 1024fs 10246  1024f7 |
F(1)| | 1024f0  724f, Of2  —724fs -1024fs -724fs  Ofs 724f
F(2)| | 1024f0  Of:  -1024f. Ofs  1024fs  Ofs  -1024f¢  Of7
F(3)| | 1024f0 -724f1  Of. 724fs  -1024f4  724fs 0fs  —724f;
F(4)| | 1024f0 -1024f1 1024f, -1024fs 1024fs -1024fs 1024fs —1024f7
F(5)| | 1024f0 -724f1  Of 724f5  —1024f4  T724fs Ofs  —724f;
F(6)| | 1024f0  Of:  -1024f. Ofs  1024fs  Ofs  -1024f¢  Of7
(F:(7)] | 1024f0  724f1  Of.  —724fs -1024fa -724fs  Ofes  724f7 |
"Fi(0)] [ o0fo 0f1 of 2 Ofs 0fa4 Ofs Ore 0f7
Fi(1) 0fo 724f1 1024,  724fs Ofs  —724fs -1024fs —T724f-
F(2) Ofo 10241  Of. -1024s Ofs  1024s  Ofc  —1024f~
F(3)| | Ofo 724f1  -1024f>  724fs Ofa  —724fs 1024fs —724f7
Fi(4) | 0fo Of1 Of2 Ofs Of4 Ofs Ofs Of~
Fi(5) Ofo  —724f1 1024, -724fs  Ofa 724fs  —-1024fs  T24f;
Fi(6) Ofo  —-1024f1  Of.  1024fs  Ofs  —1024fs Ofs 10247
F(7)] | Ofo  -724f1 -1024f, -724fs  Ofs  724fs 10246  724f7 |

The symbolf refers to samples values in time domain (or audio
data block).

From the above two sets of equations, there isnar®try in the
values of coefficients belong to the same row, epefficients belong to

different blocks. In chapter two, the meaning of gymmetry features
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was given and it is represented by certain equstibmom equations
(2.12.a) and (2.12.b) the following symmetry chéggstic is deduced:
Fi(8-u) = R (u)
Fi(8-u) = -F(u)
Where,u=1,2,3,...,7
Therefore, there is need to compute just the aiefiis F(u) and F(u)
for (0< u<N/2).

From the above two sets of equations, it is obvithas there are
two kind of intra equation symmetry. The first kimdcurs within the
equations of the even coefficients, and the se&omtl occurs within the
coefficients of the odd Fourier coefficients. Eakind of these two
symmetries was handled in a proper way to simpghiy above sets of
equations, and finally to get the sets of quickrguransform equations.
According to this method, most of the involved le@ye ignored.

In the following paragraph the final form of thenglified (quick)
Fourier transform for the cases (N = 8, 12, 16,323,are shown in tables
(3.1 to 3.5) respectively. To less number of openst the constarw/ is
used of the term (1 / (N x 1024)) in the expandgaiaéons, and/ used
of the term (1 / N).

Table (3.1) Quick Fourier Transform (N = 8)

Aosp=Tfo+fs, Awm=To—fs, Aiz=f1+17
Ap=fr+fs, Ags=f3+T5
Intermediate| R1 = 1024 x Asm, R = AoapgtAszs,

Rs = A17 + Ass, R= 724 x (A7 — Ags)
Real Rs = Aosp — Aos
Coefficients Fi(0)=(R+Rg)xV, FR1)=(R+R)xW
F(2 =R xV, H3)=(Ri—Ry) xW
Final | Fi(4) = (R~ Ry) x V
Fr(N-1)=F()

Fori=1,2,3

1Y



Chapter Three

The Proposed System Implementation

Imaginary

Coefficients

Bi7=f1—f3, Bpe=fo—fs, Bes=f3—fs
Intermediate G; = 724%(B++B3s), G, = B17-B35
G3=1024x%Bg
Fi(0) =0, ifl) =—(G1+G3) xW
F(2)=—G2xV, F@B)=-(Gl-G3)xW
Final | F4) =0, N-i)=-F(@) fori=1,2,3

Table (3.2) Quick Fourier Transform (N = 12)

Real

Coefficients

Intermediate

Aogep = fo + g,

Azio=fa+f1o, Agg=fz+fy, Asg=fs+fs,
As;=fs+1;

R =1024 x Asm

Rpo = Aoept Asg, Rno = Aosp— Azg

Rp1 = Az10+ Agg, Rn1 = A210— Aus

Rp2 = A111 + Asy,

T1=R+512x Ry, T2=Ry;—Ry1, T3 =Rnu+Ry

Aoem =fo—Tfe, A111="F1 +f1y,

Rn2 = 887 x (A11— As7)

Final

I:r (O) = (RpO+T3)

F(2) = (1024 x R + 512 x T2) x W
Fr(3) = (Aosn—Rm1)xV

Fi(4) = (1024xRo— 512xT3) x W
Fr(5) = (T1 - Rn2) X W,

Fe(N-1) = F(i)

XV, F(1) = (T1+Rn2)xW

F(6) = (Rno—T2) xV

Imaginary

Intermediate

B111=f1—f11,
Bag =fs— "1,

Gp1 = B111 + Bsy,

Gpz2 = 887 x (B1o + Bag),
T1 =512 x Gy + 1024 x Bg

forl=1,2,...,5
B21o="f2—f10, Bag=f3—fo,
Bs7 =fs—f;
@1 = B111— Bs?
Gnz = B21o— Bus

Coefficients

Final

F(0) =0,

Fi(4) = — (887 x

Fi(5) =—(T1 -Gy x V,

RN - i) = —F()

RL) = — (TL+Go)XW
Fi(2) = — (887%(G1+tGm2))xW
Fi(3) = — (G — Bag) xV

(G — Gmn2)) xW
F(6)=0
fori=1,2,...,5
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Table (3.3) Quick Fourier Transform (N = 16)

Aogp =To+Tfs, Aosm=To—Ts, Ai115=F1+fs5,
Azia=Ty+ 14, Aziz=T3+ 13, Agra=Ts+ 1,

Asi1=Tfs+f11, Asio=Ts+fi10, Azg=T7+ Ty

R =1024 x Agm
Rpo = Aogpt Az, Rno = Aogp— As12
Rp1 = Az14+ As1o, Ro1 = 724 % (A14— As10)
Intermediate| sz = A115+ A7, R = A115— A7g
Rp3 = Az13+ Asyy, oz = Az1z— As11
Real
o T3=R + Rq, T4 =946 x B + 392 x Ry3
Coefficients

T5 =1024 X Ry, T6=724 x (R — Ry3)
T7 =R — Ry, T8 =392 x B —946 x Ry3
T9 = Rpo - Rpl

FO) =(T1L+T2)xV, K1) =(T3+T4)xW
F(2)=(T5+T6)xW, KH3)=(T7+T8)xW
F.(4)=T9 x V, K5) = (T7 - T8) x W
F(6)=(T5-T6) xW, KH7)=(T3—-T4)xW
F.(8) = (TL-T2) x V

F.(N - i) = (i) fori=1,2,...,7

Final

Biis=f1—fi5, Bora=fo—f1s, Bgiz=f3—f13,

Baro=fs—F12, Bsi1=fs—f11, Bs1o="Fs—T10,

Brg=1f7—"f9g
Gp1 = Bi1s+ Brg, (1 = B115— Brg
Gp2 = Baiz+ Bsyy, G2 = Ba1z— Bs11

Gpz = 724 % (A14+ As10), Gmz = 1024 x (A14— As10)
Intermediatel G, = 1024 x B2

T1 =392 x G + 946 X Gy,

T2=Gyp+ G4

T3 =724 x (Gy1 + Gmo),

T4 = 946xGy1 — 392xGp

T5 = Gy3 — Gy,

T6 = Gmn1 — G2

Imaginary

Coefficients
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Final

Fi(0) =0, E)=—(TL+T2)xW
Fi(2)==(T3+Gw) xW, F@B)=-(T4+T5)xW
Fi(4) =-T6 xV, R5) =— (T4 —T5) x W
Fi(6) == (T3=Ga) xW, FR((7)=—(T1-T2)xW
Fi(8) =0

Fi(N - i) = =R(i) fori=1,2,...,7

Table (3.4) Quick Fourier Transform (N =24

Real

Coefficients

Intermediate

Aoip=To+ 1o, Actom=To—TF1o, Asz=11+ 123,
A=+ 10, Asa=fs+fn, Awo=Tfs+fa,
Asio=fs+fio, Aesis=fe+fis, Anr=1f7+11,
Agis=fg+f17, Agis=Tfo+Ti5, Asora=TF10+ fa,
Ann1z=fi +f13

R =1024 x Aiom

Rpo = Ao12pt As1s, Rno = Ao12p— As1s

Rp1 = A2z + Aro14, Rn1 = 887%(Apo-A1014)
Rp2 = As20t+ Agis, Rn2 = As20— Asgie

Rp3 = A3+ A1113, Rnz = A123— A1113

Rpa = Az21+ Agss, Rna = 724 X (A21— Ao1s)

Rps = As19+ A717, Rns = As10— A717

Re = Rp1 + Rpa, R = Rm1 + 512 X Ry,

Rs = Rpz + Rps,

T1=Rpo + R, T2 =R+ Rps,

T3=R + Ry, T4 = 989%R3 + Rm4 + 265%XR;s,

T5=1024 x Ry + 512 % (R1 — Ry2)

T6 = 887%(Ryz — Rys),

T7 =1024 x (A12m— Rm2),

T8 = 724 X (Raz — Rns) — Rma

T9=1024 x Rp—512 x R

T10=512 x R— 1024 x R4

Tll1=R-R, T12 = 265%R3 — Rngt 989%Ry5,
T13=Rw—-Rs
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Final

F(0) = (T1 + T2) xV,
F(2) = (T5+ T6) x W,
F.(4) = (T9+ T10) x W,
F.(6) = T13 xV,

F.(8) = (T9- T10) x W,
F.(10) = (T5- T6) x W,
F(12) = (T1- T2) x V,

Fe(N-1) = F()

F(1) = (T3+ T4) x W
F(3) = (T7+T8) x W
R(5) = (T11+ T12) x W
H7) = (T11- T12) x W
F(9) = (T7T-T8) x W
F(11) = (T3—T4) x W

fori=1,2,...,11

Imaginary

Coefficients

Intermediate

Bi2g=f1 —f23,
Ba2o=fa—Tf20,
B717=17—f17,

B1014= f10—f14,

Gp1 = Bi23+ B1113,

Gp2 = 724 x (B21+ Boas),
Gps = Bsigt By,

Gpa = Booo + Bioig,

Gps = 887 x (Bi2o+ Bsue),
Ge = 1024 x Bas,

Gg = Gm1 + Gmg,

T1 = 265 x Gy + Gyz + 989 X Gg

T2=T0 + G5,

T4 = 887%(Gns+Gims),
T6 = 1024 x (G,+B618),
T8 = 887 x (Gna — Gis)

T9 = 989 x Gy — Gyz + 265 X G
T10 = TO - G,

Boo=fr—f2, Bsor=fz—"fa,
B19=fs—f19, Bsig=Tfe—T1s,
Bsis=fs—f17, Bois=Tfg—fs5,

Bi11s=f11—f13

@1 = Bi2z— Biiis

Gn2 = Bs21— Bo1s
Gz = Bs19— Br17
G4 = B222— Bio14

Gns = Ba2o— Bgis
G=512 x Gy
T0 = G + Gs

T3 =512x631024 %G

T5 = §2+724X(Gp1—Gp3)
T7 = 887%(G1 — Gna),

T11 = 6-Gn

Final

Fi(0) = 0,

Fi(2) =— (T3 +T4) x W,
Fi(4) =— (T7+T8) x W,
F(6)=—T11xV,
F(8)=— (T7T-T8) x W,
F(10) = — (T3 -

Fi(12) = 0,

(E)=— (TL+T2) xW
K3)=— (TS5 + T6) x W
K5) = — (T9+T10) x W
&) =—(T9-T10) x W
F9)=— (T5—T6) x W
T4)x W, F11)=— (T1-T2) x W
RN-i)=-F() fori=1,2,..,11
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Table (3.5) Quick Fourier Transform (N = 32)

Real
Coefficients

Intermediate

Aoiep=fo+fis, Aotem=To—Ff1s, Aszr=TF1+ Tz,
Azo=To+ T3,  Agao=fz+T,  Apg=fs+foy,
Asyr=fs+f,  Ase=Te+Ts,  As=fr+1,
Agaa=fg+ T,  Aoz=Tg+Tfz,  Aozo=fio+ T2,
Ari21=f11 +fa1, Aszoo=F12 +f20, Aszio=fa3+ fa,

A1a18=F1a + f15, Ass17=TF15+ f17
R =1024 x Aiem

Rpo = Ao1ep+ Asoa, Ro = 1024 % (Aiep— As24)
Rp1 = A2z + Aua1s, Rn1 = A230— A141s

Rp2 = Aszs+ A1220, Rz = 724 x (Ains— A1220
Rp3 = Ae26+ A1o2a, Rz = Ae26— A1022

Rpsa = A1z1+ Ags17, R = A1z1— Ass17

Rps = Azt A1zig, Rs = Azog— A1zio

Rps = Asz7+ Ar12, Fae = Asz27— Aq121

Rp7 = A725+ Ag2s, Rz = A725— Ag23

Rps = 724 X (R1- Rp3),  Roo = Rpa - Ryy

Rp10 = Rps - Rpe, Tl=RKo+ Rp1+ Rp2 + Rps
T2 = Rys+ Ros + Ros + Ry

T3=R + 946 x Ry + Rmp + 392 x Ry3

T4 = 1004%Rn4 + 851%Rys + 569%Rys + 200%Ry7
T5 = Rmo + Rps,

T6 =946 x R + 392 x Ry

T7 =R+ 392 x Ry1 — Rn2 — 946 X Ry3

T8 = 851%Rys — 200 x Rys — 1004 x Ryg — 569 x Ry7
T9 = 1024 x (Ro— Re2)

T10 =724 x (Ru — Rus — Rms + Rp7)
T11=R-392 x R1— Rn2 + 946 X Ry3

T12 = 569%Rns — 1004%R5 + 200%Rne + 851%Ryy;
T13 = Rno + R, T14 =392 x R- 946 X Ro
T1I5=R-946 x R1+ Rn2 — 392 x Ry3

T16 = 200%XRy4 — 569%Ry5 + 851%Rps — 1004 x Ry7

T17:Rpo—Rp1+ sz—Rp3
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Real

Coefficients

Final

F(0)=(T1L+T2)x V,
F(2) = (T5+ T6) x W,
F.(4) = (T9+ T10) x W,
F.(6) = (T13 + T14) x W,
F(8) = T17 XV,

F/(10) = (T13 =T14) x W,
F(12) = (T9— T10) x W,
F/(14) = (T5— T6) x W,
F(16) = (T1 - T2) xV

HL) = (T3+ T4) x W
F(3) = (T7+ T8) x W
F(5) = (T11+ T12) x W
H7) = (T15 + T16) x W
H9) = (T15 - T16) x W
R11) = (T11- T12) x W
F(13) = (T7- T8) x W
F(15) = (T3- T4) x W

Imaginary

Coefficients

Intermediate

E(N - i) = F. () fori=1,2, ...,15
Bisi=fi—fa1, Bao=fa—fs,  Bsag=f3—"f2,
Bag=fs—fas, Boz=fs—fa7,  Boas="fes—"fs,
Bros=f7—fs,  Boa=fg—Tf2a,  Booz=To—1fo3,

B1o22=f10—f22,
B1319= f13 —f1o,
G =1024 x B4
Gp1 = A1z1t+ Ass17,

Gp2 = Azzgt+ A1zig,

Gpz = Aso7+ A1121,

Gpa = A725+ Agos,

Gps = Azzo + A1a1s,

Gps = 724 x (Ai2g+ A1220),
Gp7 = As26+ A1022

Gpsg = Gm1 + Gma,

Gpo = Gm2 + G,

Gp10 = 724 % (Gus + Gmy),

Bi121=f11—f21,

Bia1g=f14 —f1s,

Bi220= f12 — 20,

Bis17=f15—f17

Gu = Aszi— Arsi7
G2 = Az29— Auaio
Gz = Asor— Auian
G = A725— Ag23
Ghs = A2zo— Auais
Gine = 1024%(Ai2g—A1220)
Gi7 = As26— A1022
s = Gm1 - Gma
G@o = Gmz - Gms
Gm1o = Gms - Gy

T1 =200 x Gy + 569 x Gy + 851 x Gg + 1004 x G,
T2:392XQ5+Gp6+946XGp7+G8

T3 = 392 X Gyg + 946 X Gg

T4 = GplO + Gme

T5 =569 x G, + 1004 x G, + 200 x Gz — 851 X Gy
T6 = 946 x G + Gps — 392 X Gy — Gg

T7 =724 x (Gng + Go)
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T8 = 1024 x Guio

T9 =851 x Gy + 200 x G - 1004 x Gz + 569 x Ga
T10 =946 x Gs — Gpg — 392 X G7 + Gg
Intermediate] T11 = 946 x Gg — 392 x Gg

T12 = Gy10— Gme

T13 = 1004xG; — 851 x Gy + 569 x Gz — 200 X Gg
T14 =392 x Gs — Gy + 946 x G7— Gg

Imaginary T15 = Gyug — Gno
Coefficients Fi(0) =0, i(E) =— (T1 + T2) xXW
Fi(2) = — (T3 + T4) x W, F3) = — (T5 + T6) xW
Fi(4)=—(T7 +T8) x W, f5) = — (T9+ T10)xW
Fi(6) = — (T11+T12) x W, K7) =—(T13+T14)xW
_ Fi(8) =—-T15x V, i) = — (T13-T14)xW
Final

F(10) = — (T11-T12) x W, [11) = — (T9-T10)xW
F(12) =— (T7-T8) x W,  F13)=— (T5-T6)xW
Fi(14) = — (T3-T4) x W,  F15)=— (T1-T2)xW
Fi(16) = 0

F(N - i) = —F() fori=1,2,..,15

The audio signal is represented in frequency dortian Fourier
space) by the real and imaginary coefficients. Aalgirnatively, they can
be expressed in polar form, in other words insteadepresenting the
signal in terms of~() and F;(), it could be represented by two other
parameters, called magnitude, writtenMag(), and phase, written as
Phs() see equations(2.6) and (2.7). The magnitude hadepare pair-to-
pair equivalents with the real and imaginary pdfs. exampleMag(0)
and Phs(0) are calculated by using onll,(0) and F;i(0). Likewise,
Mag(7) andPhs(7)are calculated by using onky(7) andF;(7), and so
forth.
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The value of magnitude is always positive, becasisethe output
of the square root function, see equation (2.6)e Jthase angle is
represented in degrees (ranging from 0 and 36C=dsyr

The abovementioned symmetry feature could be appe the
phase and magnitude parameters see equationscj2dii (2.12.d).
Therefore, due to this characteristic, just thd-fiat coefficients of the
magnitude and phase are calculated and the rermgaguefficients are
directly computed by using equations (2.12.c) &d4.d). This step is
also, useful to reduce the number of computations@nsequently, the
time needed to perform the calculations. Code (Bs6) illustrates the

calculation of the magnitude and the phase coeffisi

Code List (3.6): Construct Phase & Magnitude Values

I nput:
F: array of real part coefficients.
F: array of imaginary part coefficients.
N: audio block size. Ilie., 8, 1B, 24, 32
Output:
Phs: Array of phase values
Mag: Array of magnitude values
Begin
SetNh«— (N\2-1)
Set D2R— tan’(1) / 45
For k=1 to Nh
Set Mag(ky— Sar(R(k) x Fr(k)+ Fi(k) x Fi(k))
If Fr(k) = 0 then
If F(k) > 0 then Set Phs(k)}- 90
Elself F{(k) < 0 then Set Phs(lg- 270
Else Set Phs(k)- 0

Else

Set Phs(ky— tan(Fi(k) / F(k)) / D2R :ll>
[I|:| Continue
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Set Phs(ly- tan*(Fi(k) / R(k)) / D2R

If F(k) < 0 Then Set Phs(k}- Phs(k) + 180

Else If Phs(k) < 0 Then Set Phs¢k)Phs(k) + 360
End if

SetMag(N-k)«— Mag(k)

Set Phs(N-k§— 360 — Phs(k)
End loop
End.

Once the secret data embedded in the phase ceefficithen the
real and imaginary coefficients should be recomstd from the
magnitude and phase coefficients by using equa(@83 and (2.9). The
determined real and imaginary coefficients are gés$isrough théenverse
discrete Fourier transform (IDFT)see equation (2.10), to reconstruct the
audio stego signal. The reconstructed audio bloaktrhe similar to the
original audio block. Due to the embedding proces® phase
coefficients are changed, but these changes simotildause a subjective
effect on the sound quality. Taking into consideratthe fact that the
changes in phase coefficients have less effedh@saund in comparison
with the effect of changes in the magnitude cosdfits. Code list (3.7)
illustrates the implemented steps to determing¢hkand imaginary part
coefficients from the magnitude and phase valudsila)Vcode list (3.8)

shows the steps of the inverse discrete Fouriesfioam (IDFT).
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Code List (3.7): Reconstruct Real & Imaginary Part

I nput:
Phs : array of the phase values
Mag : array of the magnitude values
N : wave block size. Il.e., 8,18, 24, 32
Output:
FF : array of real part coefficients.
Fr: array of imaginary part coefficients.
Begin
Set Nh— (N \ 2-1)
Set D2R— tan'(1) / 45
Fork =1to Nh
Set (k) — Mag(k) x cos(Phs(k) x D2R)
Set {K) < Mag(k) x sin(Phs(k) x D2R)
Set F(N-k) — F((k), and Set fN-k) < -Fi(k)
End loop

Code List (3.8): Inverse Discrete Fourier Transform

I nput:
F: array of real part coefficients.
F: array of imaginary part coefficients.
C: table of cosine data.
S: table of sine data.
N: block size.
Output:
WavBIk : vector of reconstructed wasgadf length N.
Begin
Forj=0to N-1
Set Sum— 0
Fori=0to N-1
Set Sum— Sum + K(i) x C(i , j) — Fi(i) x S(i ,))
Set WavBIk(j}- Sum/ 1024
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3.4.3 Quantization Process

Quantization is a process comes after the forwkaodirier
transform, it is applied on the phase coefficiefiitse type of the applied
guantization was the uniforigcalar quantization, where each sample is
treated individually. The phase coefficients argformly quantized in
order to establish suitable uniform slack spacekiwtheir values, these
slack space are utilized as hosting areas, to $edeet data. The gaps
made between the quantized values of the phaséciertfs should be
enough to carry the added values of the secret @@ uniform scalar

guantization was done by using the following ecprati
Phsq(u) = Q round[%s(u)J (3.2)

Where:
Phs(u) is theu™ original phase coefficient.
Q: is the quantization step.
Phs,(u): is the corresponding” quantized coefficient.
u=0,1,...,N-1

The values of the phase coefficients should layiwithe range

[0,360]|, also the value of the quantization steptrbe within this range.

3.4.4 Hiding in Selected Blocks
In this research, two hiding methods were propdseciding a
binary secret data in an audio cover. Both methiofisr in the criteria of
choosing the host audio blocks. These establista#ighmethods are:
A. Hiding based on voiced/unvoiced blocks detectiondifig in
voiced blocks (HVB)).
B. Hiding based on secret integrity check (Hiding hmecked blocks
(HCB)).

oA
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A. Hiding Based on Voiced/Unvoiced Blocks Detection

The strategy of this method is based on partitignie audio cover
data into small blocks, the size of each block jstién each block is
classified into voiced/unvoiced block. And as afistage, the secret data
are embedded into the voiced segments.

This method consists of two stages Hiding and d€tton; they

will be described in following subsections:

1. The Hiding Stage

In this stage, the hiding of secret block is dometle voiced
blocks, exclusively. So, the implementation of Feurtransform and
guantization process (to prepare the slack spaeejae on the voiced
blocks. The embedding process is done by addingubtracting a A)
value to the quantized phase coefficients. Theiegpbn of addition or
subtraction processes depends on the value ottiretdit (whether it is
0 or 1).The value ofAX) should be less than half the value of quantizatio
step, in order to avoid the occurrence of a jungmrfrcertain quantization
bin to the one of the adjacent (pervious or nextargization binsTo
make the process of determining the suitable valfi¢s) more easy and
consistent parameter called slack step rd®joig proposed, it is a ratio

parameter define as follow:
R=35 (3.3)

The value ofR should be (0 R < 0.5). In this research, the value
of R was taken either (1/3) or (1/4). Both the value$@ and R) are
predefined by the user.

The quantity 4) is added to quantized phagehg,) if the secret

data value$cr) is 1, or it is subtracted ifScr) is 0, as follows:
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Phs(u) - A if Scrt(i) = 0

PeW=T phgwy+ A ifser() =1 (34)

Where,

Phg,(u) is theu™ quantized phase coefficient in the block.
Phs,(u) is theu™ host phase coefficient in the block.

Scrt(i) is thei™ secret bits.

The above equation indicates that the embeddirgeofet data is
done on the first half of the AC-coefficients, thgsdue to symmetry
feature of the Fourier transform coefficients, esgaation (2.12c). Where
the second half of Fourier coefficients are relatgth the coefficients in
the first half, and they cannot take different esluTherefore, the total
secret bits, which will be hided in each block @¥é&2-1). Code list (3.9)
shows the implemented steps of this hiding method.
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Code List (3.9): HVB Hiding Stage
I nput:

Cov: The original samples of cover audio file of IdmBataSize.
Scrt: An array of secret bits of si&ertSiz
N: The block size. /I'N=8,12, 16, 24, 32
Str: Start block position oDverinfo bits vector inCov.
Ed: Ending block position dDver|nfo bits vector inCov.
Output:
Steg: Array of stego wave data of lendifataSi ze.

Step 1: Divide Cov into blocks of siz&l samples
Step 2:Check if (block position>8tr)And(block position<=£d) then
go tostep9.
Step 3: Check each block is it unvoiced block by applyiadeclist (3.4) if it
is unvoiced go tetep 8.
Step 4: Apply QFT on this unvoiced block to prodd&eand F; coefficients
then construcPhs andMag by using code list (3.6).
Step 5: Quantize théhs values by using equation (3.2).
Step 6: Insert secret bitsScrt in the quantized phase coefficients by using
equation (3.4).
Step 7: ReconstrucE, andF; coefficients by applying code list (3.7) and pdss
the result throughDFT to construct the stego block, then round fjpe
values to the range [0..255].

Step 8: put the produced block tateg array, which represents the stego dath.

Step 9: If (remain secret bits dbcrt And remain cover block) go &iep 2.
Step 10: End

2. The Extraction Stage

The extraction stage is similar to that mentiometdiding stage but
it is arranged in reverse manner. Instead of emhgdte secret data it is
extracted. The extraction of the secret bits (eitheor 0), is done

according to the following equation:
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0 If Phg,(u) > Phs(u)
Rscrt(i)= (3.5)
1 Otherwise

Where:
Phs(u) is theu™ phase coefficient of the stego audio block.
Phs,(u): is theu™ quantized phase coefficients.
Rscrt(i) is thei™ retrieved secret data.
u=1,2,...,N\2-1.

While code list (3.10) illustrates the main stefpshe extraction

stage.

Code List (3.10): HVB Extraction Stage
I nput:

Steg: Array of stego wave data of lendifataSi ze.

Str: Start block position oDverlInfo bits vector inSteg.

Ed: Ending block position dDver|nfo bits vector inSteg.
Output:

Scrt: Secret bits of lengtBertSiz.

Step 1: Divide Steg into blocks of siz&l samples

Step 2: Check if (block positior=Str) And (block position<=£d) then go to
step?’.

Step 3: Check each block whether it is voiced or unvoidediy by applying
code list (3.4), if it is unvoiced jump s$tep 6.

Step 4: Apply QFT on the (voiced block to prodi&eandF; coefficients the
constructPhs andMag, by using code list (3.6).

Step 5: Quantize thé>hs values by using equation (3.2) to prodiries,.

Step 6: Retrieve secret bitScrt from phsy by using equation (3.5).
Step 7: If (retrieve secret bits ScrtSiz)
If remain blocks oBteg then go to next block and jumpstep 2.
Else stop with error message indicating thiage file is corrupted
Step 8: End
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This method has a disadvantage; not all the enduzkdécret bits are
retrieved correctly, a little amount of secret Ioitay retrieved wrong. For
this reason, another (second) hiding method wagesigd to ensure the

correct retrieval of all secret hits.

B. Hiding Based on Secret Integrity Check

The strategy of this method is based on partitignie audio cover
data into blocks with size N+3, where a set of éhaeditional samples
before each block (of N samples) is reserved td tio¢ value of dlag
(either 0 or 1) to indicate whether the next blatkN samples convey
secret data or not. Therefore, the total size oheaidio block is (N+3)
samples instead of (N) samples.

This method could be considered better than thet finethod,
because if offers perfect retrieval for the sedagt. This hiding method

consists of two stages: hiding and extraction.

1. The Hiding Stage

This stage uses the same processes that usedpretheus hiding
method, but with exception of voiced/unvoiced diesation step. All the
cover blocks are passed through QFT, quantizatimtcegss, insertion
equation (3.4), and finally IDFT process. In aduiti to insure that all
secret data will be retrieve correctly, the exi@actof secret data is
performed to check whether the retrieved secret tftatn the block are
totally correct or not. If the retrieved data isreat then the cover block
will be utilized as a host block, otherwise, itgaored (left in its original
from without any changes). Therefore, to do thigakhthe steps of
extraction process were added to this hiding stagd,it is started after
IDFT. Therefore the involved processes of this rngdstage are: QFT,

guantization, and the retrieval (equation 3.5). fidiaeved secret data are
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compared with the original secret bits, if the temiidentical, then this
block is classified as a host holding secret bitiserwise it is left.

The first three samples of each block are usedide theflag
value, which in turn refers to the type of the ldice., is it a host block
or not).

The least significant bit (LSB) encoding could ls=d to hide the
flag-bit, so according to this technique least gigant bit of the middle
sample is set to zero when the block don’t contagtset data, otherwise
it is set to one when the block contains secred @abst block). Figure
(3.2) illustrates the steps of hiding stage.

2. The Extraction Stage

This stage begins with partitioning the stego dlatta blocks, each
has as size (N+3) samples. The first three sangrkesested to know if
the block contains secret data or not. In the chdeSB encoding, this
test is done by checking if least significant Witlee middle sample, if it
Is zero then the block is considered empty (i.eest't hold any secret
data) otherwise it is considered as a host blookleGist (3.11) illustrated

the steps of the extraction stage.
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Cover Wave block
(Cov) of size N

Secret File
r—--m-m-m-m-m---l"---""-"=="="-="=—="=="=" e |
I I
: Fourier Transform :
| Phs(Phase) |
I ¥ I
| Magnitude Quantization |
: (Mag) Phs :

A\ 4 y
| Insertion AScrt Converting | |
| ) to Binary |
| Phs, Data |
| Inverse Fourier Transform |
I I
N |
Stg(Stego Audip
: | |
| Fourier Transform |
I
| Phs(Phase) |
| |
| Quantization |
I
| | Phs, :
| Retrieve Secret |
| Bits
| I
SetFlag | SetFlag

\ 4

Save Cover Block(Cov) in File

\ 4

Save Stego BlocKStg) in File

Fig (3.2) The layout of the hiding stage of HCB hwost
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Code List (3.11): HCB Extraction Stage
I nput:

Steg: Array of stego wave data of lenditataSize.

Str: Start block position oDverInfo bits vector inSteg.

Ed: Ending block position dDver|nfo bits vector inSteg.
Output:

Scrt: Secret Bits of lengtBertSiz.

Step 1. Divide Steg into blocks of sizéN+3 samples(where the first threg
samples before each block represeritag).

Step 2: Check if (block position>8tr) And (block position<=£d) then go to
step?.

Step 3: Check blocKlag if indicate to empty block (there are not secres hy
in remain samples block) go $tep 7.

Step 4: Apply QFT on the block of size N to prodlGeand F; coefficients
then construcPhs andMag by using code list (3.5).

Step 5: Quantize thé>hs values by using equation (3.2) to produirbes,.

Step 6: Retrieve secret bitScrt from phsy by using equation (3.5).
Step 7: If (retrieve secret bits ScrtSiz)

If remain blocks o$teg then go to next block and jumpstep 2.
Else stop with error message indicating ttags file is corrupted
Step 8: End

3.5 Overhead Information

Since the proposed hiding system uses many cop&m@meters
(like, block size, quantization step, slack ratio) which can be set by
the user of the system. Therefore, in order toagektihe secret data from
the stego-object these control parameters shoul@dé&o extractor. So,
these parameters should be passed either throsgbuae channel to the

receiver (extractor), or it should be embedded th&ostego-file by using
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the same hiding method but with a fixed-predefiremhtrol hiding
parameters.

In the remaining part of this section a list oé tharameters that
required during the stage of extraction is giverhe§e necessary
parameters are considered as overhead informar@hcould be treated
as a stego keys of the hiding system. In this rekeahe overhead
information are coded to binary code words, whéee number of bits
used to represent each parameter depends on thes reatd range of
values of the parameters. Table (3.6) illustrates tumber of bits
assigned to each parameter.

Table (3.6) the overhead information description

No. of .
Parameters _ Details
Bits
To represent the type of hiding method (if O mean first
MthdNo 1 * P J (
method el se second method).
N 3 To encode the size (in samples) of audio cover blocks.
ScrtSize 25 | Torepresent the secret data size (in bytes).
The secret file name extension, the maximum file
FilExtn 24 o
extension isthree characters.
Q 7 To represent the quantization step (Q).
h 4 To represent the threshold value (Thr), this parameter
r
is necessary when the type of hiding method is used.

All the binary sequences were assembled into glesinector
(calledOverinfg; the size of this vector is 64 bits (for the ffitgoe of the
hiding methods) or 60 bits for the second type idinfg method. If the
user decided to embed these overhead informatitreistego audio data
they should be embedded (and extracted) beforstdge of embedding
(and extraction) of the secret data. In additibwjrt place in the stego-
object file could be variant, but should be wellolm to both sides

(encoder/transmitter, and decoder/receiver). Bexdhese information
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are very important in the extraction stage, sdhelembedded secret bits
should be retrieved correctly. Therefore, thesermbtion should be
hided by using second method, which is based oresetegrity check.
The binary vector@verinfg will be hiding in cover audio file at certain
location, this location could be considered asl@ipkey between sender
and receiver. Code list (3.12) shows the implentersteps for hiding
Overlinfo vector in cover audio data. While code list (3.5Bpws the

implemented steps for extraction the overhead mébion vector.

Code List (3.12): Hiding the OverInfo vector

I nput:
Overinfo: A vector contains binary bits of the overheadinfation,

it has a size (64) bits for HVB hiding method, &d) bits
for HCB hiding method.
Cov: Original samples of cover audio file of lenddataSize.
Output:
Steg: An array of stego wave data.

Str: Start block position oDverInfo bits vector inSteg.
Ed: Ending block position dDverlnfo bits vector inSteg.
Step 1. Divide Cov into blocks of sizeN+3) samples(where the first threg
samples in each used adkag status).
Step 2: Divide these blocks into two equal groups.
Step 3: Start from the first block of the second groupskyting Str to this
position and settingd « Str.
Step 4: Apply on the block of positiokd second hiding metho(HCB),
figure (3.2)), (by insert N/2-1 bits GiverInfo) .

Step 5: Saved block of size (N+3) 8teg array, and

Step 6: increaseEd by N+3
Step 7: If (Overinfo bits not finished) then

Check If Ed > DataSize) then exit Else go tstep 4.
Step 8: End
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Code List (3.13): Extraction the Overinfo vector

I nput:

Steg: Array of stego wave data of lendifataSi ze.

Str: Start position of Overinfo bits vector 8teg.

Ed: End position of Overinfo bits vector 8teg.

Output:

Overinfo: A vector contains binary bits of the overheadinfation,
it has a size (64) bits for HVB hiding method, &bd) bits
for HCB hiding method.

Step 1: Divide Steg into blocks of sizéN+3 samples(where the first threg
samples in each block used to hithe).

Step 2: Checkflag of Str block position
If this block consider host then extradverinfo bits by using HCB
extracting stage, code list (3.10).

Step 3: Increasedstr by N+3.

Step 4. If Overlnfo bits not complete (60 bits for HCB method, and 64

HVB method) then

If Str < Ed Then go tastep 2
Else Exit  //error in stego file
Step 5: End

3.6 Construction of Stego Audio File

After the completion of the stage of embedding etedata in the
cover audio media, then the stego wave file shdmddconstructed. It
consists of the header section and the data seditstego audio samples.
The original audio samples may be read as 8 orntsGample, but after
hiding they will be of resolution 8 bits/samplehi3 conversion is very
useful in the implementation phase of the propok&ting method,
because it is better to hide in audio media witesalution 8 bits/sample,
because their quality are less than the 16 bitsoas@mples, and can

convey some sort of distortion without making suoepi, so the
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distortion due to hiding process will be not easyrécognize and
discriminated from the noise which naturally asatexl the low quality
audio samples. Table (3.7) illustrates the contehthe header section,
for more information about each field in the headee tables (2.1), (2.2)
and (2.3).

Table (3.7) The Header Structure

Size .
offset (Byto) Field name Description
X
= 0 4 Chunk ID "RIFF"
e
(&]
i _ . _
LL 4 4 Chunk Size File size = 36 bytedDataSize
nd
©
IE 8 4 Format "WAVE"
12 4 Sub-Chunk1 ID " fmt”
16 4 Sub-Chunkl Size Always equal to 16 bytes
é 20 2 Audio Format Audio format = 1 (PCM)
>
N
g 22 2 Channel Numbers Channels = 1 (Mono)
2 | 24 4 Sample Rate Sample Rate
ié' = Sample Rate because it equal o
= 28 4 Byte Rate (Sample RatexChannel No.xBit Pe
)
e
= Sample / 8)
32 2 Block Align 1
34 1 BitsPerSample 8
—_
c
2 36 4 Sub-Chunk2 ID "data”
(@]
o
-
0
© 40 4 Sub-Chunk2 Size Data Size
©
5
2
— 44 ) Data
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3.7 Extraction Module

As mentioned in previous section, the extractiages consists of
similar stages to that used in hiding modules. Aissastep in extraction
module the vectorQvrinfo), which contains the overhead information
needed to perform the correct extraction, shoulcebigeved.

Then, the stego wave file is partitioned intodid® have same size
like the size of blocks used in the hiding mod#igure (3.3) illustrates
the structure of extraction stages, the extractiwdule steps can be
summarized as follows:

1. Load stego audio data from a wave file.

2. Extract overhead informatioi®grinfo).

3. Determine the hiding method type from the vec@vr{nfo).

4. Partition the stego audio samples into blocks z¢ $N) samples if
the hiding method in based on voiced/unvoiced Idock
classification method (HVB), or into blocks of (Nt+8amples if
the applied hiding method was the second one (HC8) based
on secret data integrity). The value of N shouldleégrmined from
the vector Qvrinfo).

5. Test each block to know if it is hosting secres loit not, this action
also depends on type of the hiding method, eithervdiced/
unvoiced check or flag check.

6. Fourier transform: each stego block is transformed to frequency
domain by using quick Fourier transform method & the real
and imaginary coefficients, and then the phase ficoaits are
calculated.

7. Phase quantization: the phase coefficients are quantized by
applying the quantization equation (3.2), to pradwuantized
phasgPhs,) coefficients.
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8. Secret data extraction:In this step the secret bits are extracted
from the stego block, by using equation (3.5). Tdsults from this
step will assembled in one vector represent theesdata.

9. Secret Data construction: after extraction of secret bits. Then
each 8-bits are merged to construct a byte, tHahealconstructed
bytes are put in a file whose type could be defifredh the file
name extension which is already exists as a pathefoverhead

information.
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Chapter Four
Performance Test Results

4.1 Introduction

This Chapter is dedicated to present the resuliseofonducted tests to
evaluate the performance of the proposed hidinghoakst The measures
used in these tests are the hiding rate, the pegerratio of the correct
retrieved secret bits, and some fidelity measufé®e performance tests
were performed on the proposed two hiding methgdssbng some selected
audio files as test material. The effects of theiwed control parameters
have been studied; specifically their effects oa tiding rate and on the
quality of stego data.

4.2 The Test Measures
The measures used in this project to assess tHermpance of the
considered two hiding methods are the following:
A. TheFiddlity Criteria
These measures have been used to represent theflélve overall
error caused in stego-cover due to embedding oésdata. The adopted
Fidelity measures could be defined as follows [S]l0

M
MSE= -3 (5 =)’ (4.1)
i=1
M
s
SNR=10log, | —*—— (4.2)
Yi(s—s)’
i=1
2
PSNR= 10Iogl{i/|5—S5Ej (4.3)
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Where, s is thei™ sample in the audio cover data.
s is the correspondind sample in the audio stego-cover data.

M is the total number of audio samples.

B. Hiding Rate (HR)
This parameter is determined to assess the capadilihe tested
hiding method to embed secret information in thevecoobject.
Mathematically, hiding rate is defined as follows:

HR=—>_ x 04100 (4.4)

8xM

Where, 5 is the maximum possible number of inserted bithacover

media.
M is the size of cover media in bytes.

C. Ratio of Wrong Retrieved Secret Bits (WR)

This parameter is determined to describe the chtyabi the tested
hiding method to preserve the accuracy of the endxedecret data. It is
defined as the ratio of the number of wrong sebret (S,) extracted
from the stego object relative to the total numf@rof embedded secret
bits:

ERz% X %6100 (4.5)

4.3 The Test Samples

Some audio files have been selected as cover medmestigate the
effects of the involved parameter in both hidingmoels. Table (4.1) shows
a list of the selected cover files, while Tablej4hows a list of files whose
contents are used as test material.

Yo
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Table (4.1) The list of wave files used as covatiane

. . : Channel Sampl'e Sampling
File Name File Size Resolution
Type (bits) Rate (kHz)
Sngl 945 KB Stero 16 11 .00
Musicl 99.1 KB Mono 8 8
Sng2 268 KB Stero 8 11 .00
Music2 260 KB Mono 8 11 .00
Music3 248 KB Mono 8 11 .00
Sng3 118 KB Mono 8 8 .00
Spchl 856 KB Mono 8 16 .00
Sng4 117 KB Stero 8 11 .00
Spch2 146 KB Mono 8 11 .00
Sng5 350 KB Stero 8 11 .00
Music4 497 KB Mono 8 22 .00
Sng6 633 KB Stero 16 8 .00
Musich 752 KB Mono 8 22 .00
Music6 395 KB Mono 16 11 .00

Table (4.2) The list of files whose contents useslearet material

File Name File Size (KByte) File Type
DocSec 26 DOC
WavSec 236 WAV
TxtSec 13.1 TXT
ImgSec 12.3 JPG

4.4 Quick Fourier Transform Tests

The quick Fourier transform (QFT) technique wasdusespeed up the
computation of the discrete Fourier transform (DFTaking into
consideration that some approximations were takacedo convert the float
arithmetic operations to integer operations whidh executed faster. Such
approximations cause intrinsic error in QFT. Thisoe was tested by
making comparisons between the original audio dath its version after
passing through QFT (forward and inverse). The ootetl test had been
applied on an audio array (its size is 780000 Dyt#ss array was
partitioned into blocks whose size is N (8, 12, 24, or 32) samples. Table
(4.3) shows the obtained test results.

y1
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Table (4.3) Comparison between traditional DFT &IdT, and the error
produced by QFT

, Computation Time per
Block Fourier Block (psec) No: pf No.' of '
Size Transform N Without Addltl_on Multlpllc_atlon
Method With Check * Operations | Operations
Check
3 DFT 5.289 1.769 112 128
QFT 0.962 0.481 20 12
12 DFT 12.019 5.529 264 288
QFT 1.202 0.481 38 24
16 DFT 19.872 8.654 480 512
QFT 2.244 0.962 58 32
24 DFT 42.308 21.635 1104 1152
QFT 3.846 1.923 104 56
39 DFT 69.239 32.051 1984 2048
QFT 4.481 2.564 172 100

*Visual basic programming has many kinds of advamtetks

optimizations (like, integer overflow, floating poerror, array

bounded, un-rounded floating point operations).

4.5 Performance of The Hiding Methods

The followed strategy to investigate the perforneaatthe two hiding
methods was based on studying the roll of the ocbqarameters on the
hiding results. The results of the various condiitésts have indicated that
the type of cover audio file has significant efeedn the performance
parameters (like, hiding rate, correct retrievaiosaand the quality of stego
audio file). Therefore, the choice of audio covie should be handled
carefully, for example the clear audio data is retommended because
hiding in such media will cause the appearanceotiteable distortion. It
was noticed that the results of the tests vary foower to another, but the
behavior patterns of the effects of control paramseare nearly similar. In
the following paragraphs, the test results for bbtding methods are
presented and discussed.

Yy
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4.5.1 HVB Hiding Method Tests Results

In this method, the control parameters that hagaifstant effects on
the hiding rate and the ratio of the correctlyiested secret bits; are the
threshold value, quantization step, slack ratio #ral block size. In the
following sub sections the effects of the abovetirparameters on the
performance of the hiding method are given.

A. Threshold Value (Thr)

The decision of voiced/unvoiced sound classificatiepends on the
value of threshold (Thr). If the average energyhef tested audio block is
higher than threshold (Thr) then the block is afges$ (discriminated) as
voiced block, otherwise it is classified as unvdic€hen, the voiced blocks
are used as host area for hiding the secret datgelthreshold value ensure
the correct retrieval of secret data is larger,ibwguch case a small number
of cover blocks will be used to host secret datahiging rate is decreased
and notice decreased in noise signal because awvthidainvoiced blocks. In
the conducted tests to investigate the effect i@fstold, the values of other
constant parameters were taken as followwsh; f=1.25 for voiced block;
while B=0.75 for unvoiced block. Table (4.4) illustratdse teffect of
threshold (Thr), where HVB hiding method is usedirisert the data of
(WavSetfile in (music) audio cover file (see tables 4.1 and 4.2).

Table (4.4) The effect of the threshold (Thr) anpgkrformance of HVB
hiding method, (N =80 = 30; R = 1/4).

Hiding | Wrong Fidelity
Thr Rate | extracted
(%) Bits (%) MSE SNR | PSNR

2 4.63 2.32 6.079 34.43 40.29
4 4,59 2.18 6.087 34.43  40.287
8 4.09 1.94 6.099 34.42 40.28
11 3.31 151 5.829 34.62 40.47
12 3.02 1.39 5.582 34.81 40.66
14 2.44 1.34 5.003 35.28 41.139
16 1.97 1.08 4.447 35.79 41.65
20 1.31 1.28 3.181 37.25 43.11
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B. Quantization Step (Q)

Quantization process provides suitable slackedespiscphase values
to hide secret data. The main parameter used tageaime amount of slack
space is the quantization ste).(If the value ofQ is increased then the
slack space used for hiding increases and the erroetrieved bits are
decreased, but at the same time it causes an secieéhe distortion level of
the stego-cover signal. Table (4.5) presents tfectedf quantization step
(Q) on the hiding method, the contents of tb®¢Se¢ file was taken as a
secret data, andAusic? audio file as a cover media (see tables 4.1 aid 4
Hiding ratio in table (4.5) doesn't show any changend its value was
(1.42) becauseThr parameter is effected first on the hiding rate by
determined which blocks will be consider host at. no

Table (4.5) The effect of the quantization stepq@)he performance of
HVB method, (N =8; Thr = 20R = 1/4).

Wrong Fidelity
Q | extracted

Bits (%) | MSE SNR | PSNR
8 13.38 0.709 43.61| 49.68
12 8.29 1.119 41.62 47.64
18 4.79 2.031 39.03| 45.0b
24 3.15 3.377 36.83| 42.8b
30 2.39 5.048 35.08] 41.11
35 2.33 6.773 33.80/ 39.82
40 1.40 8.514 32.81| 38.83

C. Slack Ratio (R)
This parameter specifies the amount of modulatighiwthe slack space to

encode the secret data. The valu&®kahould be less than 0.5 to avoid the
occurrence of shifting of the modulated cover deoefhts from a
guantization bin to one of the surrounding binserBfore, the effect oR
was tested for the two cases: (1/3) and (1/4).d&bb) shows the effect of

slack ratioR, the secret data was taken fromg@Seg file and embedded in

A
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(Sng3 audio file. Hiding ratio in table (4.6) also do&sshow any changes,
and its value wagl.91)

Table (4.6) The effect of the slack ratio (Q) om performance of HVB
method, (N =8; Thr = 20 Q = 30).

Wrong Fidelity
R | extracted
Bits (%) MSE SNR | PSNR

1/3 2.06 6.267 34.26 40.16
1/4 1.67 4.932 35.30 41.20

D. Block Size (N)

Table (4.7) shows the effect of the block sixk, (vill notice, numbers
of inserting bits are increased when value of (H¢dme large, but in the
same time the distortion rate is increased becaus®er of change sample
in cover increased by embedding. The secret dasatlaa contents of the
(Sng2 file and the TxtSeg audio file was taken as cover media.

Table (4.7) The effect of the block size (N) orpgréormance of HVB
method, (Thr = 200 = 30, R = 1/4).

Block | Hiding Wrong Fidelity

Size Rate extracted
(N) (%) Bits (%) MSE SNR PSNR
8

1.75 1.64 5.483 34.88 40.74
12 2.05 1.77 7.969 33.26 39.12
16 2.25 1.79 9.961 32.29 38.1%
24 2.51 2.04 11.496 31.67 37.53
32 2.64 2.29 13.046 31.12 36.98

4.5.2 HCB Hiding Method Tests Results

The control parameters that affect the performarfciis method are
the quantization stefd)), slack ratio(R) and the block sizeN). They affect,
only, the hiding rate and quality of the audio fiecause all the embedded
bits are retrieved correctly. The problem faced thethod is in its probable
selection of some unvoiced blocks as cover ar&mganto consideration
that hiding in unvoiced audio blocks may cause sonateeable distortions.
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To avoid the occurrence of this problem the audnec file must be chosen
carefully, such that the chosen audio file shoudd Imave long unvoiced
segments. In the following subsections, the effeastssome control

parameters on the system performance are explored.

A. Quantization Step (Q)

Table (4.8) shows the effect of quantization sté€p) (©On the
performance of HCB method, notice in this methdw value of (Q) is
effected on the hiding rate because it consider fits¢ parameter that
determine which will be the host blocks or not. Tlatents of thefocSel}
file were used as secret data aklligic? file used as a cover media.

Table (4.8) The effect of quantization step (Q)renperformance of
HCB method, (N =8R = 1/4).

Hiding Fidelity
Q Rate
(%) MSE | SNR | PSNR

8 1.51 0.445| 45.63 51.65
12 1.96 0.854| 42.79 48.82
18 2.37 1.828] 39.49 4551
24 2.65 3.191] 37.07 43.09
30 2.79 4960 35.15 41.18
35 2.91 6.585| 33.92 39.95
40 3.01 8.810] 32.66 38.68

B. Slack Ratio (R)
Table (4.9) shows the effect of slack rati®),(where the contents of

(ImgSeg¢ file have been used as secret data, &mjZ audio file as cover
media.

Table (4.9) The effect of slack ratio (R) on thedgrenance of HCB method,

(N =8; O = 30).
Hiding Fidelity
R Rate

(%) MSE | SNR | PSNR

1/3 3.14 6.485| 34.11 40.0
1/4 3.21 5.169/ 35.09 40.9

=

[09)
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C. Block Size (N)
The effect of this control parameter is illustraiadTable (4.10), the

contents of the file§ng) was taken as secret data, while the audio file
(TxtSe¢ was used as cover media. The best hiding ratdtrésd when

N=16 but not best in the fidelity criteria.

Table (4.10) The effect of block size (N) on thréopmance of HCB method,
(O=30;R=1/4).

Block | Hiding Fidelity
Size Rate
(N) (%) MSE | SNR | PSNR
8 2.99 5.027| 35.26 41.12
12 3.41 8.431] 33.01 38.87
16 3.49 10.574 32.03 | 37.89

24 3.39 11.260 31.76 | 37.62
32 3.06 13.437 30.99 | 36.85

4.6 Performance Comparison

In this section, a comparison between the hidirgylte obtained by
applying the two considered methods (i.e., HVB &@@B) is given. Table
(4.11) lists some of the best results obtained fipgudifferent cover and
secret files. Also, the values of the involved cohparameters where varied
to explore the difference between the performantehe two hiding
methods. It is obvious that the hiding rate and dfstortion level change
between the two methods depending on the audior @ixained by using
hiding based on voiced blocks method (HVB) andrgdbased on secret
integrity check method (HCB).

AY



Table (4.11) The results of some test examplesngatdy applying HVB and HCB hiding methods.
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Chapter Five

Conclusions and Suggestions

5.1 Conclusions

From the test results listed in previous chaptexr tbllowing

remarks were derived:

1.

Using quick Fourier transform (QFT) method is usééureduce
the computational load of the transform (by redgcmumber of
mathematical operations). The main difficulty facthe
implementation of QFT lay in its long equationse.(i.coding
complexity), which become very hard to manage whleck size
(N) increased. Therefore, this technique is hardgply for large
block size.

Hiding in voiced block sample is more suitable tmid noise
occurrence, which is more probably happen when igedoblocks
are used as host area.

Although HVB method offer better hiding rate tha@Bi but not
all the secret bits are retrieved correctly. Fas treason, this
method is not suitable for hiding secret data whotsgrity is very
important requirement.

Large threshold value provide more power in cougli@signal by
avoiding unvoiced blocks and increased correctenatd bits, but
decreased in hiding rate.

Large quantization step provides more slacked sfmab&le secret
bits but causes more distortion in cover audio.

The HCB hiding method suffers from the appearantditibe
distortion due to hiding the integrity check flagsit in some

unvoiced blocks, some noticeable noise may appetirese areas.



Chapter Five Conclusion and suggestions

To avoid this case the selected audio cover fitrikhconvey little

unvoiced audio blocks.

5.2 Suggestions

As mentioned in some conclusion remarks that tbeeldped

hiding methods need some enhancements to imprare gharformance

and to override some of their weak aspects. Therefinese methods

need further development in future, and in the olwihg some

suggestions are derived as future work developments

1.

Develop the system to be capable to handle stardm dile as a
cover media.

Develop the system to use another audio file fosnide (MP3,
DPCM, ...)

3. Develop QFT method to be capable to handle largekisli(N >32).

4. Design and compute inverse quick Fourier transfamethod in

manner like forward quick Fourier transform to geire reduction

In computation time.

Combine the criteria used in both hiding methodgyéd better
performance. This means the implementation of both
voiced/unvoiced check and integrity check at thrmeséime.

Develop the proposed hiding method to use imags fs cover
media instead audio cover, but the step of voicediiced

checking should be replaced by contrast checking.

Ao
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