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Abstract

Instant messaging system is considered to be one of the widely used
application area, it is rapidly growing as a primary communications
technology among corporate, educational and home users. Users of instant
messaging systems need to authenticate each other before communicating,
so the need for login authentication becomes an important issue.

This research deals with the design and implementation of instant
messaging system (IMS) supported with a suggested method to authenticate
users. The suggested method combines two different authentication
mechanisms. Fixed Password and Digita Signature, where the
authentication process passes through multi levels of security checks.

The proposed instant messaging system provides the users with some
features like text chatting in public and private chat area, sending offline
messages using private chat area, and changing the current password in the
case of its steeling or forgetting. IMS uses TCP/IP protocol for all
communications between hosts. All connections between server and clients
are based on client/server networking model, while connections between
clients is based on peer-to-peer networking model.

The proposed system has been evaluated from three points of views,
which are: easy of use, fast execution and security, where the system
provides the users with a common easy way for chatting in virtual real time.
The security level provided for users of IMSis quite suitable for this kind of
applications. IMS was implemented using Microsoft Visual Basic 6.0
programming language and tested on PCs connected to a LAN network at
which all computers are running under Window X P operating system.
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CHAPTER ONE

| ntroduction

1.1 Introduction to I nstant M essaging System

Instant Messaging is the transmission of an elactrmessage over a
computer network using software that immediatebpldys the message in a
window on the screen of the recipient. Instant Mgsgy (IM) requires that
both parties be logged onto their IM service at sagne time. Instant
Messaging also known as a "chatting," has becomg pepular for both
business and personal use. In business, IM proadesy to contact co-
workers any time of the day, providing they aréair computers.

Instant messaging requires the use of a clientraroghat hooks up
an instant messaging service. In early instant aggsg programs, each
letter appeared as it was typed, and when letten® wieleted to correct
typos this was also seen in real time. This maduate like a telephone
conversation than exchanging letters. In moderntams messaging
programs, the other party in the conversation gdlyesnly sees each line of
text right after a new line is started. Populatans messaging services on
the public Internet include, AOL (American On-Lineyahoo!, Skype,
Google Talk, NET, Jabber, and ICQ (I Seek You) reegsrs.

Instant messaging typically boosts communicatiod allows easy
collaboration. In contrast to e-mails, the parke®w whether the peer is
available and conversations are then able to happesal time. On the
other hand, people are not forced to reply immetiato incoming
messages. This way, communication via instant ngesgacan be less

intrusive than communication via phone, which igtlgaa reason why
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instant messaging is becoming more and more impornta corporate
environments [Ans06].

Instant messaging applications are traditionallgigleed to require
continuous access to a centralized server. Acoefgetcentralized server is
required to authenticate users. Authenticatioms af the most fundamental
features a centralized instant messaging servevida® [Wik06]. User
Authentication is the process of determining thaser is who he/she claims
to be [Mar00]. Here are a few common reasons wteywants to verify an
identity in the first place [Cha05]:

1. To control access to application.

2. To bind some sensitive data to an individual.

3. To establish trust between multiple parties to fmome interaction
with them.

4. To assure that a piece of information is genuine.

Within an application, one or all of these aspetay apply.

Since instant messaging system is considered onineofinternet
services, the following section will present somelated network

fundamentals.

1.2 Networ k Fundamentals

The term "computer network" means a collection afomaomous

computers interconnected by a single technology Tamputers are said to
be interconnected if they are able to exchangenmdtion. Different devices
on the network communicate with each other throagbredefined set of
rules (protocols). The device on a network can rbéhe same room or
scattered through a building, or they can evenchétexed around the world,

connected by a long-distance communication med{@raq9].
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The layered concept of networking was developeddomommodate
changes in technology. Each layer of a specificvadt model may be
responsible for a different function of the netwoBEach layer will pass
information up and down to the next subsequentrlagedata is processed
[ComO06].

The standard model of a layered network is they&rldnternational
Standards Organization (ISO) Open Systems Inteedion (OSI)
Reference Model. The entire OSI model is not im@etad, where the most
common layered set of protocols in use is the Tmsson Control
Protocol/Internet Protocol (TCP/IP) set of protecdlCP/IP works in a very
similar manner to the OSI model in that it takeprapch to provide network
services. Each layer in the TCP/IP model commuesgatith the layers
above and below it in the same way that the layethe OSI model do
[Eir00].

1.2.1TCP/IP

The TCP/IP protocol allows computers of all siz&égm many
different computer vendors, running totally diffiereoperating systems, to
communicate with each other. TCP/IP is normallysidered to be a 4-layer
system as shown in figure (1.1) [Ric93]. TCP/IRxribroad set of rules and
standards, these rules control how data on theamktis sent on the correct
path to reach its intended destination, how sonmenmenication errors are
handled, and how logical connections between nateshe network are
established, maintained, and ended [Cra99].
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Table (1.1): TheFour Layersof the TCP/IP protocol

APPLICATION | TELNET, FTP, E-MAIL, ETC.
Transport TCP, UDP
Network IP, ICMP, IGMP
Link Device driver and interface cat"d

The main workhorses of this protocol are IP, TGt eDP:

1. IP (Internet Protocol) [Par99]. the Internet Protocol resides into
Internet layer. Its main tasks are addressing foirmnation datagrams
(packet) between computers and managing the fraigwn@m process
of these datagrams.

2. At the transport layer, the two most common prot®care the
Transmission Control Protocol (TCP) and the UseaBam Protocol
(UDP) [Par99] [Ric93]:

e TCP (Transmission Control Protocol): provides a
considerable number of services to the IP layer taedupper
layers. Most importantly, it provides a connectaented
protocol to upper layers that enable an applicatmte sure
that a datagram sent out over the network wasveddn its
entirety. In this role, TCP acts as a message-atad protocol
providing reliable communications. If a datagramrgpted or
lost, TCP usually handles the retransmission, rathan the
applications in the higher layers. Also, TCP does interpret
the contents of the bytes at all. TCP has no ifiteeidata bytes
being exchanged are binary data, ASCIl charactB;DIC
characters, or whatever. The interpretation oftyig stream is

up to the applications on each end of the connectio
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* UDP (User Datagram Protocol): UDP is a simple, datagram-
oriented, transport layer protocol. UDP providesrelmbility:
it sends the datagrams that the application wiitése IP layer,
but there is no guarantee that they ever reach destination.

Any desired reliability must be added by the aglan layer.

1.2.2 Ports and Sockets [Par99]

All upper-layer applications that use TCP (or UD#jve aport
number that identifies the application. In theopgrt numbers can be
assigned on individual machines the administratesirds, but some
conventions have been adopted to enable better naroation between
TCP implementations, which enables the port nurtbbétentify the type of
services that one TCP system is requesting fronthanoPort numbers can
be changed, although this can cause difficultieestMsystems maintain a
file of port numbers and their corresponding serviEach communication
circuit into and out of the TCP layer is uniquedgntified by a combination
of two numbers, which together are callesbeket. The socket is composed
of the IP address (32-bit) of the machine and ttv¢ pumber used by the
TCP software. Both the sending and receiving mashihave sockets.
Because the IP is unique across the interwork, thadport numbers are
unique to the individual machine, the socket numlage also unique across
the entire interwork. This enable a process to talknother process across

the network, based entirely on the socket number.
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1.2.3 Network Structural Models
The most two common popular structural models ttinge up

networks are:

1. Client/Server Networking Model In this design, a small number of
computers are designated as centralsgeders and given the task of
providing services to a larger number of user nreehicallectlients,
see figure (1.2) Client/server architecture islibeis for most TCP/IP
protocols and services [Cha04]. TCP/IP supportsasgential modes

of network communication [Dal95]:

1. Streams are a connection-oriented form of communication,
which means that there is a persistent connectetweden the
client and the server for the duration of the comiwation (like
a telephone conversation).

2. Data-grams are a connection-less form of communication,
which means that there is not a persistent cororedtetween
the client and the server. Each message betweetli¢émé and
the server is a separate connection, containing ous

addressing information.
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Client 5 Client 3

Client 4

Figure (1.2) Client/Server Networking

2. Peer-to-Peer Networking Model In a strict peer-to-peer networking
setup, every computer is an equalpeer in the network. Each
machine can have resources that are shared witlothey machine.
There is no assigned role for any particular devasel each of the
devices usually runs similar software. Any deviem @and will send
requests to any other, as illustrated in figur&)(lin this model, each
device on the network is treated as a peer, orlefaah device can
send requests and responses, and none are spigcdesignated as
performing a particular role. This model is mor¢eafused in very

small networks [Cha04].
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Device 4

Figure (1.3): Peer-to-Peer Networking

1.3 Literature Survey

Various efforts in the field of authentication oveetwork were
introduced; the survey presented is concerned sothe of the published
researches related to user authentication of theat npopular instant

messaging software available now days

1. ICQ [Isa0l]: stands for “I Seek You”. According tihe ICQ
documentation, ICQ operates in a server-based awt-tp-peer
fashion. Client’s authentication is done using gptton, such that
each packet sent from the client to the servencsypted before being
sent. Every time the client sends a packet t@éneer it must receive
an acknowledgment from the server. ICQ is basedymthronous
communication, for every ICQ message sent a reméytt be received
to know if the message has been accepted, besae ntany

operations should be done on client-side, so ICghtrbe slow.
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2. MSN [Min03]: it's included in Microsoft Windows opating systems.
MSN Messenger uses TCP protocol for all commurocabetween
hosts. Client can be connected to multiple sereersurrently. In
this kind of architecture the server's could eabid#gome congested.
The MSN messenger is based on an asynchronouscekotehich
ensures that new messages can be sent withouhgvagsponse of
previous messages. The centralized server aralmésatso simplifies
group messaging, but may cause problems if theeserilecome
crowded. The MSN authenticates users using chaleegponse
password hashed using MD5 hashing algorithm.

3. The IRC [Irc03]: stands for “Internet Relay ChdRC was specified
in 1993 by Oikarinen, it's the oldest famous "chegt protocol still
used. Using the IRC protocol clients always tal&sother clients
through a server using single TCP connection. Tleesage can go
through multiple servers before it reaches the rotient. An IRC
client connects to a server specified by the useery server knows
every user in the network and when a client wamtgalk to another
user, all it needs to know is tmeckname of the other client and the
server delivers the possible message through atlerers to the
destination client.

4. AOL [Jer03]: stands for “American On-Line”, it's ad on TCP
protocol for communication, the AOL architecturensists of two
main components, which are thAuthorizer, which validates
username and password and B@S (Basic Oscar Service). Before
connections are made to any of the BOS or speai@gse servers it

IS necessary to be authorized by Authorization Server.
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5. Yahoo [Mes06] All Yahoo communications use TCP/IP
communication. To authenticate client, the cliegznids the username
to the server. The server responds with a challshgsg. The client
responds to this challenge with two response sriffgauthentication
Is successful, the connection goes into the masgagate, otherwise,

an error response is sent back.

1.4 Aim of Thess

The aim of the project is to design and implement lastant

Messaging System (IMS) provided with a proposedhentication method.
The proposed authentication method adopts combmatof two-
authentication mechanismgixed Password and Digital Signature. The
designed IMS allows users to communicate with amaheer in virtual real
time. Users communicate by typing messages, whiehsant instantly to
another user or group of users within the chat .atésers must be

authenticated before being able to communicate @atth other.

1.5 Thesis L ayout

This section presents a guide for reading thisish@se layout of the
remaining individual chapters and their contenésraviewed briefly
» Chapter Two: This chapter concerns with the types of authentinat
services, types of message authentication functaoms mechanisms
that are used over network. ElGamal digital sigreatscheme
algorithm is presented in this chapter with itsatetl mathematical
concepts.
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Chapter Three: This chapter presents the design requirements and
considerations of the proposed system, and thersttheture of the
system will be explained together with modules atgbrithms that

are used to implement the system.

Chapter Four: This chapter presents user interface and evafuafio
the designed system.

Chapter Five: This chapter introduces conclusions on this waiki

recommendations for future work.

AR



CHAPTER TWO

M essage Authentication over Computer Networks

2.1 Introduction

Authentication is the technique by which a prooessfies that its
communication partner is who it is supposed to bd aot imposter
[JamO1]. The need for providing authenticity arisesmany different
situations and it especially crucial when a useerages from remote
terminal. Two different cases can be distinguisH&#b89]: user
authenticationand message authenticatiotJser authentication can be
made either directly when a user’s specific charastics (e.g., finger
prints, voice frequency spectrum, digital signafiloes, etc.) are checked,
or indirectly when a unique secret piece of infaiiorais proved to be in
the user’'s possession. As a matter of fact, intluser authentication is
equivalent to the message authentication. Messatieraication relies
upon imposing a prearrangement structure for thesage.

Authentication must be done solely on the basisnefsage and
data exchange as part of an authentication protoldoé goal of an
authentication protocol is to provide the commutinga parties with
some assurance that they know each other’s trngities [JamO1].

Network entities do not typically have physical @& to the
parties they are authenticating. Malicious userprograms may attempt
to obtain sensitive information, disrupt service;, forge data by
impersonating valid entities. Distinguishing thesalicious parties from
valid entities is the role of authentication, arsdeissential to network

security [Pat02].
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2.2 Authentication Services Types

Two specific authentication services are definedQSI (Open
System Interconnection) standard [Wil03]:

1. Peer entity authentication: provided for the cooperation of the
identity of a peer entity in an association. Ipevided for use at
the establishment of, or at times during the datiasfer phase, of a
connection. It attempts to provide confidence #ratentity is not
attempting either a masquerade or an unauthoriegthy of
previous connection,

2. Data origin authentication: provided for the cooperation of the
source of a data unit. It does not provide probectagainst the
duplication or modification of data units. This &pwf service
supports application like electronic mail whereréhare no prior

interactions between the communication entities.

2.3 Authentication Functions

Any message authentication mechanism can be viasduhving
fundamentally two levels. At the lowest level, taenust be some sort of
function that produces authenticator a value to be used to authenticate
a message. This lower-level function is then used grimitive in a
higher-level authentication protocol that enablageeiver to verify the
authenticity of a message. The types of functicat thhay be used to
produce an authenticator are grouped into thresseta as follows
[Wil03]:

1. Message encryption
2. Message Authentication Code (MAC)
3. Hash function

In the following sections these classes will becdbed in details.

'Y
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2.3.1 Message Encryption

Encryption is the process of encoding a messagdhab its
meaning is not obvious. Decryption is the revenseess: transforming
an encrypted message back into its normal forme driginal form of a
message is known as plaintext, and the encrypteth fs called
ciphertext. Denote a plaintext messdgeas a sequence of individual

characters P=(p,, p,.....p,); Similarly ciphertext can be written as
C=(c,,¢,,.-.C,), formally, the transformations between plaintextd a

ciphertext are denoted
C=E(P) (2.1)

and

P=D(C) (2.2)
WhereC represents the ciphertext, E is the encryptioonréalym, P
is the plaintext, and is the decryption algorithm. Some encryption
algorithms use a kel{, so that the ciphertext message depends on both
the original message and the key value, denoted
C=E(K,P) 3P
Essentially,E is a set of encryption algorithms and tkeselects
one specific algorithm. Sometimes the encryptioth @ecryption keys are
the same, so that
P=D(K,E(K,P)) 4APp.
This style of encryption is called symmetric endryp becaus®
andE are mirror-image processes, see figure (2.1)sémeler A uses the
key to encrypt the plaintext and sends the cipkettethe receiver. The
receiver B applies the same key to decrypt the agesand recover the

plaintext.

\K4
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Sender A Receiver B

A

K K

Figure (2.1): Symmetric Encryption

Other times encryption and decryption keys comgans. This
form is called asymmetric. With a public key or msgetric system, each
user has two keys: a public key and a private kKég user may publish

the public key freely. The keys operate in inverses K., be a user’s

private key and &t . be the corresponding public key [Cha97], then,

P=D(Kpgy E(Kpyg: P) (2.5)
Symmetric Encryption can be used for authenticatieince a
receiver can assume that only the sender knowsebeet key. On the
other hand public-key encryption provides confiteiy but not
authentication. Because any opponent could alsoBisgublic key to
encrypt a message, claiming to be A. To providé lmoinfidentially and
authentication, A can encrypt M first using itsvate key, and then B’s
public key, which provide confidentiality as shovigure (2.2), where

KR, IS the sender private kegua is the sender public kekr,is the

receiver private key angu is the receiver public kgyVil03].

Sender A Receiver B
vl {® &) (o) g ? m
KRy KU, <R, KU,

Figure (2.2) Public Key Encryption

Yo
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2.3.2 Message Authentication Code (MAC)
A public function of the message and a secret kay produce a
fixed-length value that server as the authentic#®dvlIAC also known as

acryptographic checksum generated by a function C of the form
MAC=Cy (M) &p.
Where m is a variable—length message,is a Shared secret key shared

only by sender and receiver, aod v) is the fixed-length authenticator,

The MAC is appended to the message at the source at avhiere
the message is assumed or known to be correct. rEkeiver
authenticates that message by re-computingMhe, see figure (2.3).
The MAC value protects both a message's integrity as wasllits
authenticity, by allowing verifiers (who also possdhe secret key) to
detect any changes to the message content [Wil03].

Sender A Receiver [

| °.

Compare

|

Figure (2.3) Basic Use of M essage authentication Code (MAC)

2.3.3 Hash function

Hash Functiongake a block of data as input, and produdesh
or message digests output. Hash function produces a reduced fdran o
body of data such that most changes to the dafaalsib change the
reduced form. The usual intent is that the hashataras a signature for
the original data, without revealing its conterfteerefore, it's important
that the hash function be irreversible - not onhowdd it be nearly
impossible to retrieve the original data, it muidoabe unfeasible to

construct a data block that matches some givenvelsb.

1
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Randomness, however, has no place in a hash fanatibich
should completely deterministic. Given the exashaanput twice, the
hash function should always produce the same aufugn a single bit
changed in the input, though, should produce @wdifit hash value. The
hash value should be small enough to be manageablturther
manipulations, yet large enough to prevent an legtaérom randomly
finding a block of data that produces the same H&sb06]. Hash
algorithms that are in common use include [GarO06]:

1. Message Digest (MD) algorithms. A series of byte-oriented
algorithms that produce a 128-bit hash value fromaebitrary-
length message.

e MD2: Designed for systems with limited memory, such as
smart cards.

e MD4: Similar to MD2 but designed specifically for fast
processing in software.

« MDS5: Developed after potential weaknesses were reported
in MD4; this scheme is similar to MD4 but is slower because
more manipulation is made to the original data. Mig5
algorithm is intended for digital signature applioas.

2. Secure Hash Algorithm (SHA): Algorithm for NIST's (National
Institute of Standards and Technology) Secure H3&ndard
(SHS). SHA-1 produces a 160-bit hash value, figoddhms in
the SHS: SHA-1 plus SHA-224, SHA-256, SHA-384, SBidA-
512 which can produce hash values that are 224,385 or 512
bits in length, respectively.

3. RIPEMD: A series of message digests; RIPEMD-160 was
optimized for 32-bit processors to replace the ib@ment 128-bit

VY
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hash functions. Other versions include RIPEMD-2B&2EMD-
320, and RIPEMD-128.

4. HAVAL (HAsh of VAriable Length): HAVAL can create hash
values that are 128, 160, 192, 224, or 256 bitsngth.

5. Whirlpool: Whirlpool operates on messages less tHfahiits in

length, and produces a message digest of 512 bits.

The hash algorithm MD5 will be considered in designthe
authentication method in chapter three, a cleacrga®n of it is stated

in Appendix A.

2.4 Authentication M echanisms

Authentication mechanisms can be classified inynaays; the
following overview will generalize several auth@atiion mechanisms to
authenticate uses over network [Ric01]:

2.4.1 Password

Password can be classified into two main types:
1. Fixed Password

One of the most commonly used authentication schesngploys
passwords. Along with a user name, a password bauptesented to the
authentication system to gain access [Eri00]. Autilsation is based on
knowing the (name, password) pair. The length aoknét of the
password also vary from one system to another.syaem compares the
entered password against the expected respongeacatd accordingly. If
the password matches that on file for the userufies is authenticated to
the system. If the password match fails, the systguests the password
again [Cha97].

A fixed password system is vulnerable to intercaptand replay.

The extent of the risk to which the system is erplowill depend on the

YA
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deployment. If passwords are being transmitted ssciem unprotected
network the risk is greater than with a closed eaysiwvhere there are
limited opportunities for eavesdropping. Since t&d@ysen passwords are
memorable, they are likely to contain some inhesgnicture. To help
provide additional protection, some proposals dephachine-generated
passwords, but these are not especially populdachy such approaches
can sometimes be counter-productive since a padsivat is difficult to
remember is sometimes written down, which mightrddg the overall
security of the system [Fre04].

There is a reason why passwords are so populay:réhéast,
they're cheap, and, in practice, people don't fatgem or lose the pieces
of paper all that often. Username and passwordsaarauthentication
solution for low-value transactions and for acaggsion-sensitive online

information [EIiOQ].

2. One-time password [Ing06]
There are two types of one-time passwords, clgdlersponse
password and password list.

1. The challenge-response password responds withlizmga value
after receiving a user identifier. The response¢hen calculated
from either the response value or select from &thhsed on the
challenge.

2. A one-time password list makes use of lists of wasds, which
are sequentially used by the person wanting tosaceesystem.
The values are generated so that it is very hacaltulate the next
value from the previously presented values. Itmpartant to keep
in mind that Password systems only authenticatectmnecting

party. It does not provide the connecting partyhveihy method of
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authenticating the system they are accessing, isovitinerable to

spoofing or a man-in-middle attack.

2.4.2 Public Key Cryptography

Public Key Infrastructure (PKI) is a security atelcture that was
introduced to provide an increased level of segunit exchanging
information over an insecure Internet. Essentia@lKI includes all the
components required to establish and maintain trekttionship and
binding of a public key to its owner within a syst@roviding public key
based applications [And06].

Authentication using public key cryptography wasvered in

section 2.3.1.

2.4.3 Zer o-Knowledge Proof [Dic06]
A zero-knowledge proof is an interactive method dae party to
prove to another that a (usually mathematicalestant is true, without

revealing anything other than the veracity of ttaéesnent.
A zero-knowledge proof must satisfy three propesrtie

1. Completeness: if the statement is true, the honest verifiea(ltis,
one following the protocol properly) will be coned of this fact
by an honest prover.

2. Soundness. if the statement is false, no cheating prover can
convince the honest verifier that it is true, exosfgh some small
probability.

3. Zero-knowledge: if the statement is true, no cheating verifier
learns anything other than this fact. This is fdireal by showing
that every cheating verifier has sosimulatorthat, given only the
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statement to be proven (and no access to the praaer produce a
transcript that "looks like" an interaction betweaba honest prover

and the cheating verifier.

2.4.4 Digital Signature

Digital signature is completely analogous to a handwritten
signature used for centuries to authenticate dontsndhe reason that
signatures have been used is that, everyone’staignia unique and hard
to forge and a document, which has been signed|dwbe hard to
repudiate later. These same assurances are desifablcomputer

generated and transmitted documents. It's likeloet@able to prove that a

document sent by somebody was indeed sent byritii@idual [Eri00Q].

Digital signature powered by public key infrasturet (PKI)
technology, are widely recognized as the best jgabbr ensuring digital
accountability for electronic transactions. Digisajnatures are the most
effective, secure, and easy-to implement method mbving
accountability while enabling electronic transag¢ENnt06].

Two general classes of digital signature schemeasbea briefly
summarized as follows [Men96]:

1. Digital signature schemes with appendix requireahginal message
as input to the verification algorithm. Examples mikechanisms
providing digital signatures with appendix are @A, EIGamal and
Schnorr signature schemes. ElGamal digital sigeatacheme is used
in the proposed system in chapter three, and resgnmted in this
chapter.

2. Digital signature schemes with message recovermatarequire the
original message as input to the verification atgam. In this case the,

the original message is recovered from the sigeatself. Examples

Y
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of mechanisms providing digital signatures with sagge recovery are

RSA, Rabin and Nyberg-Rueppel public-key signatcteemes.

The goal of an adversary is torge signatures; that is, produce
signatures, which will be accepted as those of sother entity. There
are two basic attacks against public-key digitajnature schemes
[JohO1].

1. Key-only attacks: In these attacks, an adversary knows only the
signer’s public key.

2. Message attacks: Here an adversary is able to examine signatures
corresponding either to known or chosen messagesssge
attacks can be further subdivided into three cksse

* Known-message attack: An adversary has signatures for a
set of messages, which are known to the adversarydt
chosen by him.

* Chosen-message attack: An adversary obtains valid
signatures from a chosen list of messages beftempting
to break the signature scheme. This attack is waptave in
the sense that messages are chosen before anjusignare
seen. Chosen-message attacks against signatureesciaee
analogous to chosen-cipher text attacks againslicpkry
encryption schemes.

» Adaptive chosen-message attack: An adversary is allowed
to use the signer as an oracle; the adversary egyest
signatures of messages, which depend on the sigpeblic
key, and he may request signatures of messagesh whi

depend on previously, obtained signatures or messag
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2.5 ElGamal Digital Signature
In 1985, Tahir ElGamal [Tah85] published a publeyk
cryptosystem based upon the discrete logarithml@mobThe security of

ElGamal's signature scheme is based on solvingligerete logarithm

problem.

2.5.1 Mathematical Concepts
To understand ElGamal algorithm, some mathematoakepts
related to this algorithm must be well understdbdse are listed below:
1. Discrete Logarithm Problem [C2c06]: The ordinarygdathm
problem: given a badeand a numbex, find y such that
bY =x (2.7)
E.g., the logarithm to base 2 of 128 is 7.
This can be done in modular arithmetic toopEise for a particular
choice ofn, x, b, that there is & such that
bY = x(modn) &2
Then finding thay is the Discrete Logarithm Problem modulo
The Discrete Logarithm Problem is useful foe following reason:
supposen is large; then givem, b, y it's easy to findx, but no

algorithm is known that, givem b, y, will efficiently find x.

2. Primitive Root (Generator]Bry06]. Let p be a prime, theib is a
primitive root for p if the powers ob, 1, b, b"2, b3 ...include all of
the residue classes mau (except 0). Since there apel residue
classes mogh (not counting 0), that means the figsiL powers ofb
have to be different mgal We have noticed that the powerddbrm
a repeating cycle, and that cycle can't be longanp-1. So,b is a

primitive root if the cycle is as long as it carspibly be. Examples: If
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p=7, then 3 is a primitive root fqr because the powers of 3 are 1, 3,
2, 6, 4, 5---that is, every number mod 7 occurepk®. But 2 isn't a
primitive root because the powers of 2 are 1, 2142, 4, 1, 2,
4...missing several values.

3. Multiplicative Inverse [Enw06]: In modular arithmetic, the
multiplicative inverse ok is also defined: it is the numbarsuch that
(a* x) modn = 1. However, this multiplicative inverse existdyoif a
andn are relatively prime. For example, the invers@ ofodulo 11 is
4 because it is the solution to (X*mod 11 = 1.

2.5.2 EIGamal Algorithm [M en96]
The ElGamal signature scheme generates a signaiitie
appendix on binary messages of arbitrary lengthl, @aguires a hash

functionh: {01}" -~ Z, wherep is a large prime number. The algorithm

can mainly be divided into three algorithms: keyngmaation, signature
generation and signature verification as showrgorghms 2.1, 2.2, 2.3

respectively.

Algorithm (2.1): EIGamal Key Generation

1. Generate a large primg and a generato@ of the multiplicative group*;
2. Select a random integer ash <p -1

3.Computey = a * mod p (2.9)

4. A’s public key is (pg, y); A’s private key is a.

Algorithm (2.2) EIGamal Signature Generation

1. Select a random secret integerlls k< p—2

mod p (2.10)
3. Computek ™ mod(p - 1) (2.11)
4. Computes =k {h(m) - a* r} mod(p - 1) (2.12)

5. A’s signature for m is the paif(r,s)

2.Computer = a *

Y¢
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Algorithm (2.3): EIGamal Signature Verification

1. Obtain A’s authentic public key (@, y)
2. Verify that Xr <p-1; if not, then reject the signature.

3. Computev, =Y 'r*mod p (2.13)
4. Compute h (m) ang, =a "™ mod p (2.14)
5. Accept the signature if and onlyvf = v, (2.15)

Proof that signature verification work#: the signature was generated by
A, then s=k™{h(m)-alOr}(mod p-1). Multiplying both sides by k gives
kCs=h(m)—-aLr(modp-1) and rearranging yields
h(m)=alr+kCs(modp-1). This impliexr™™ = g®* > = (a?)'r°(modp).

Thusv, =v,, as required.

2.5.3 Security of EIGamal Signature Scheme [M en96]

1. An adversary might attempt to forge A’s signatune m by
selecting a random integé&r and computingr = a * mod p .
The adversary must then determiniek™*{h(m)-a*r} mod(p-1). If
the discrete logarithm problem is computationatijeasible, the
adversary can do no better than to choose an anatom; the
success probability is only p, which is negligible for large .

2. A different k must be selected for each message signed; otlegrwis
the private key can be determined with high prditgitas follows:
Suppose s =k™{h(m)-a*r} mod(p-1)
and s, =k{h(m,) -a* r} mod(p-1)

Then(s, -s,)k = (h(m,) - h(m,)) mod(p -1)
If s, —s, #0mod(p-1), thenk =(s, —s,)™*(h(m,) — h(m,)) mod(p -1) .

Once k is knowna is easily found.
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3. If no hash function h is used, the signing equatimn

s=k™*{m-ar}mod(p-1). It is then easy for an adversary to mount
an existential forgery attack as follows. Seledt pair of integers
(u,v) with gedf, p—1)=1. Computer =a"y' modp=a“* modp and
s=-rv*mod(p-1). The pair (r,s) is a valid signature for the
message m=sumod(p-1), sincea™a ) =a'y' =r.

4. Step 2 in algorithm 2.3 requires the verifier t@ck thato<r < p.

If this check is not done, then an adversary cgn siessages of its
choice provided it has one valid signature credigentity A, as
follows. Suppose thatr,s) is a signature for message produced
by A. the adversary selects a message of its choice and
computes  h(m) and  u=h(m).[h(m)]™ mod(p -1) (assuming
[h(m)] ™ mod(p-1) exists). It then computes =sumod(p-1) andr’
such thatr'=ru(modp-1) and r'=r(modp) . The pair(r,s) is a
signature for messagen, which would be accepted by the

verification algorithm if step 2 were ignored.

A\l



CHAPTER THREE
Design and I mplementation of an Instant M essaging
System

3.1 Introduction

The aim of the project is to design and implement lastant
Messaging System (IMS) provided with authenticatimethod. This
work is concerned with online/offline interactiveramunication method
using text to send and receive instant messagesqUsers.

The system has the ability to open or start textvecsation
between two or more users using two types of ciest: public chat area
andprivate chat arealn the first type, each member of the chat area can
see what every other member types, and in turrr@sponses sent will be
sent to all other members of the conversation.hi gecond type, two
users can exchange instant messages using privateaiea, only those
two users participating in this area can see whah ether types. For
both chatting types, the text appears as it isdygpe PCs participating in
the chat. Also, users can send offline messages ysivate chat area;
each user can see his/her offline messages (& teamy) after login.

The presented authentication method is used asiteotto allow
only members of the system to communicate with eaitier. This
method utilizes a combination of two authenticatroachanismsFixed
Passwordand Digital Signature.EIGamal algorithm is used to generate
digital signature.

In this chapter the words “User” anddministrator” will be used
as indication to a real human being, while the wof@lient” and
"Server” indicate the software programs that run kiger and

Administrator respectively.
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IMS was implemented using Microsoft Visual BasicO 6.
programming language and tested on LAN at whichcathputers are
connected to network HUB, and all computers areninm under

Windows XP operating system.

3.2 Design Requirements and Consder ations

The Proposed Instant Messaging System requiresgla-speed
central server and a number of clients connectealighh a network. At
least, three computers must exist, one of thenmesserver run by an
administrator, and the other two computers arentdieun by users. A
client logs onto IMS server using a UserIlD and Rasd, each client
represent a unique UserlD, so that each user npaggent more than one
client in IMS. The server authenticates the reqaest either allows or
denies access to services. The implementatiomefptoposed system
requires data storing, so Microsoft Office Accesfivgare was used to
store the required data in files and these fileslmaccessed easily using
Visual Basic programming language.

The design considerations of the system are:

1. Easy of use by users.

2. Fast execution: where user’s registration and Idgne should be
acceptable, and regarding to the chatting proageshould be a
virtual real time chatting between users.

3. Security: where only authenticated users shouldali@ved to
login.

In the next sections a clear description of theppsed system will be

presented.
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3.3 System Structure

From the functional point of view, the system ceatssiof five

modules Initialization module, Registration module, Login module,
chattingmodule anadthange passworthodule) as shown in figure (3.1).

The main function of the Initializatiomoduleis to generate list of
public keys using ElGamal algorithm that will beeddor authentication
process in the next modules. The aim of the seamodule is to
accomplish client registration process; registratiprocess implies
creation of a secret key and distributes publicskiglyat generated in first
module) for each client. These keys will be caledafrom (UserlD,
Password) pair and from challenge information. Ha third module a
registered client login to the system after prawgdia valid digital
signature, which is verified by server, this sigmatis used as a challenge
proves what client claim to be. When client lodiert it is considered to
be online. The terrnlineis used to indicate that the client is allowed to
login and ready to chat with any other online dkenvhile Offline term
means that the client is not yet logged in. Afegding in, the client is
provided with set of functions by the fourth moduwiénich are:

1. Chatting with other users using public or privatatcarea.

2. Adding to a list (named Buddy List) some of IMS'ss&dIDs
selected by user.

3. Sending offline messages to offline users.

4. Changing password.

AR
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User
Interface
Initialization Registration Login Chatting Change
Module Module Module Module Password
Module

Figure (3.1): System Modules

3.4 Initialization M odule

This module is executed at server side and it stgsiff two parts:

1. Keys Generation: in this part, the server creates a table of cBent
public keys.

2. Starting Serving: in this part, the server prepares to start clgent’
serving.

3.4.1 Keys Generation
According to ElGamal algorithm (section 2.5.2) eatient must

generate two numberp and a randomly. p should satisfy two
conditions:

1. p should be prime number.

2. The primep should be large enough to make discrete logarithm

problem infeasible.

And o must be generator qf. Generating such large prime numlper
randomly by client could be time consuming because in sqiaees
along the number line, primes are closely packed, ia some other
places there are large gaps. So to accommodatelesigned system
consideration concerning to speed of executing lemtcside, prime

numbers generation and finding their generatornaade at server side.
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The server generates a table, named Primes/Gersetabde (table 3.1),
of N numbers (prime numberp)(and generatord)). A third field in this
table is theflag field, which is used as an indicator that paiaj was
assigned to any client in registration processatr Imitially this field is
False for all N entries, this table is saved inila hamed Keys.

Generation process is illustrated in algorithm 3.1.

Table (3.1): Primes/Generators
P a Flag

590295810358705651741 6 False
590295810358705651817 3 False
590295810358705651829 2 False

etc

It's important to note that in computer the largatgger number that
can be treated as a single unit 1218, 446, 744, 073, 709, 551, 616
(which represented with 64 bits). According to Bonamn [JohO1],p
must be at least 768-bit number, so data typp wfs chosen to be string
in order hold large values. As a result the stashddorary of binary
operators (>, <, =, +, -, *, /) can not be usechwitring data type, so each
of these operations is replaced by a program cbde do the same
operation but for very large sizes of integer nurebe

According to Menezes [Men96], for each given lengttp there
must be security parametessuch that if the primaility test on a numiper
IS runt times, then the probability thatis declared “prime” alt times
(i.e., the probability of error) is at most (I/2)rable 3.2, named
SecurityParameter table, shows for sampleX dhe smallest security
parametet with error probability (1/2.
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Algorithm 3.1 for constructing Primes/Generatorblearequires
passing four inputs: first input is the numbergpdmes to be generated
(N), minimum length (in bits) of first generated pemumber K),
SecurityParameter table, and a list of small pnmambers less than 500
(SmallPrime), this list is generated in advance Hmh passed to the
algorithm, this list is generated in advance taubed with each prime test

in algorithm 3.2.
Table (3.2): SecurityParameter

K (bits) t
100 27
150 18
200 15
etc

According to the passed lengl)( the security parametéewill be
chosen to hold an initial value that could be cleahdater in the
algorithm. If K length doesn’'t match any entry in SecurityParamete
table, the initial value of will be the closest biggest value of the passed
K. Then an odd value of length equdlis generated to be test if it is
prime number or not using Find Prime algorithm @aifipm 3.2).

There are two cases of the generated odd value:

* The numbep is prime; then its generatarwill be searched, and after
finding its generatar, the pair p,a) will be saved in
Primes/Generators table (table 3.1). Tipewill also be incremented
by two. Incrimination will continue untiN primes will be found.

* The numbep is not prime; then its value will be incrementsadtwo,

in order to be tested as the next odd probablegonumber.
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Algorithm (3.1): Generate Primes/Generators table

Input: Number of primes to be generated Integer numge)s
Minimum length of first generated pri(iK@
SecurityParameter table
SmallPrimes list
Output: File contain Primes/Generators table
Procedure
1. Forl —1to2
For J— 11to 40
If SecurityParameter (J,2)K then
Sett SecurityParameter (J, 1)
2. Set By « "1” & string of (K-2) zeros &1”
3. Convert By to decimal and put result in p
4. Call Subtract (p;1”) algorithm and put result inyalgorithm 3.5)
5. Call Subtract (p;2”) algorithm and put result injgalgorithm 3.5)
6. Open Keys file
7.Forl ~1toN
7.1 Call Find Prime (p, p, p2, SmallPrimes, Counter, t) algorithm “algorithm
3.2” and put resulted prime number in p, resuldne factors in Factors
table and put size of factors table in F.
7.2 Call Find Alpha (p, Factors, F) algorithm “algorithm 3.3” and put red in
a.
7.3 Set PrimesGenerators (1).4p, PrimesGenerators ()a~ a
7.4 Call Addition (p,2") algorithm “algorithm 3.6” and put result in p
8. Close Keys file

As explained above, to tegtnumber is prime or not, Find Prime
algorithm is called. There are few algorithms twa used to check if any
number is prime or not. According to Menesez [Mdn3Ge most
efficient known algorithm that is used as a prityatest is the Miller
Rabin primality test (described in appendix A)stlaigorithm check an
odd integer numbay if it is prime or not. This algorithm is called Find
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Prime algorithm (algorithm 3.2), but before it iled, the number must
pass three tests which are made to speed up dgafdihe number is
prime number or not, which are:
1. If the most right digit op equals 5 then it is dividable by 5.
2. If summation ofp’s digits mod 3 equal O then it is dividable by 3.
3. If p is dividable by any number in the SmallPrimes, lieen it's
not prime.

As the number is moving from test to test therpitsbability to be
prime number will increase. After passing the last, the Miller Rabin
algorithm will make the final decision that the rgnis prime or not.

In algorithm 3.2 p-1 needs to be factorized; the prime factors are
saved inFactorstable of sizeé~. (Example: the prime factorization of 12
Is 2*2*3, these factors are saved as folldvestors(1). Base=2, Factors
(1). Power2, Factors(2). Base=3, Factors(2). Power1).

Algorithm (3.2): Find Prime

Input: String represents an odd decimal number (p)
String represents an even decimal number (p
String represents an odd decimal nun(jbg
Security parameter (t)
SmallPrimes list
Size of the primes array (Counter)
Output: Prime number (p)
Factors table
Size of Factors table (F)
Procedure
1. Set Flag- False
2. Do until Flag=true
If Right (p, 1) =5 then
Call addition (p,"2") algorithm "algahm 3.6" and put result in p.

Else
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Set Sum 0
For | — 1to Length (p)
Sum=sum+ p (I)
If Sum mod 3= 0 then
Call addition (p,"2") algorithm "atgithm 3.6" And put result in p.
Else
Setl-1
Do while £ Counter
Call DivMod (p, primes (1)) algorithm “algghm 3.9”and put result ir]
Result and Reminder
If Reminder = 0 then
If Small Primes (I) = p thexit Do loop
Increment | by 1
Factorize yand put result in Factors table
Set E-size of Factors table
Do until Factors (I). Basg2
Increment s by 1
Increment | by 1
Forl—1toF
Call Multiplication(r, Factors (I)base) algorithm “algorithm 3.7”and put
resultinr
Call Miller Rabin (p, r, s, t) algblhm and put result in Flag
3. Return p, Factors table and F

After finding a prime numbep, its generator must be searched;
algorithm 3.3 illustrates finding the generatorThe search starts from
value 2 and proceed until finding the first genaratvhich will be less
thanp. In this algorithm modular exponential is computesihg repeated
square and multiply algorithm (Appendix A). Fortresthis chapter this
algorithm will be called to compute different vatu@and its named
Fastexp for short, which stand for (F&sfponential) algorithm.
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Algorithm (3.3): Find Alpha

Input: String represent an even integer numbej (p
Factors table
Number of prime factors (F)
Output: Generator of p(a)
Procedure
1. Seta ~ 2,1 ~ 1, Flag ~ False
2. Do until Flag=True
2.1 Do while IsF
a. Call DivMod (p, Factors (). Base) algorithm “algorithm 3.9”andup
resultin e
b. Call FastExp ¢, e, p) algorithm and put result in b
c. If b = "1L”then exit loop
2.21f I = F then Flag=True
Else Call Additioro ”! ") algorithm” algorithm 3.6” and put result i

3. Returna

The algorithms that perform the binary operations<, >, +, -, *,
/) are listed below. Note: each of the mentionpdrations requires two
operandss; ands;; data type of each one is a string that represamts
integer decimal number. Also in these algorithmaemotations are used
to illustrate dealing with numbers as strings, ¢hestations are explained
below with an example, lat= 549755814121
length &,): number of digits irs; length &,)=12,
s (J): digit of order j ins, s; (4)=7,
left (s, ), left digit(s) ins, of length j, left §;, 5)= 54975,
right (s, j): right digit(s) ins, of length |, right §;, 5)= 14121,
mid (s, 1, j): digit(s) froms; of length j starting from digit of order i, mid
(s, 2, 6)= 497558
S & S concatenation of, with s, supposes,= 2053, so
$1& $,=5497558141212053
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Algorithm (3.4): Compare

Input: String represents integer numbey)(s
String represents integer numbey (s
Output: Greater, Smaller, or Equal

Procedure

1. If Left (3, 1) ="-" and Left (s, 1) = "-" Then

s = Right(g, Length (g) - 1)
s = Right(s, Length (s) - 1)
Else If Left (g, 1) ="-" Then
Return = "Smaller"
Exit
Else
If Left (g, 1) ="-" Then
Return = "Greater"
Exit
2. If Length (g) > Length (s) The
3. If Length (s) < Length (s) Then
4. Fori « 1to Length (9
4.11f 5 (i) > sz (1) Then
4.2 1f s ()< sz (i) Then
5. Return “Equal”

Return “Smaller

Return “Greater

Return “Greatér

Return “Smallér

Algorithm (3.5): Subtraction

Input: String represents integer numbey)(s
String represents integer numbey (s

Output: Resultof g 5

Procedure

1. Call Compare (5§ ) algorithm “algorithm 3.4”and put result in Answer

2. If Answer="Smaller” then Sets s, 5 ~ £ % S, Sign-"-*

Else set Siga™

3. For |~ 1tolength (9

3.1 Set Digit — s (Length (g) - | + 1), Set Digit — s (Length (g) - 1 + 1)

3.2 If Digit, > Digit; Then

a. Set s— Value (Digit) + 10 — Value (Dig#§) + s

\RY%
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b. For J « 1 + 1 to Length (9
Set Digit- 5 (Length (g) - J + 1),
If Value (Digit) > 0 Then
Set Digit Value (Digit) — 1
Set.s left (5, Length (g) - j) + Digit; + Mid (s;, Length
(s)-j+2,))
Exit fardp
Else
13 left(s, Length (g) - j) + "9" + Mid(s1, Len(sl) -] + 2, )
Else
Set s Value (Digit) — Value (Digit) + s;
5. Set s left (5 (Length (g) — Length (§)) + s
6. Return Sign & s

Algorithm (3.6): Addition

Input: String represents integer numbey)(s
String represents integer numbey (s
Output: Result of s+ s
Procedure
1.Call Compare (§ $) algorithm “algorithm 3.4”and put result in Answer
2. If Answer = “Smaller” then
Sets- 5,8 « 9,9 S
3 For | ~1tolength (5
3.1. Set Digit=s; (Length (g) - | + 1), Set Digit= s, (Length (g) - | + 1)
3.2. Set Sum- Value (Digit) + Value (Digibt)
3.3. Set r « Right (Sum,1)
3.4. Set | —Left (Sum, 1)
35 Sets—ré&s
3.6. If Value (Sum) > 9 then
Set;s— left (s, Length (g) -1) + r + Mid (s, Length (g) -1 + 1,1 - 1)
ForJ =1+ 1 to Lengthqs
Set Digit- Value (s (Length (g) - J + 1)) + Value (l)
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If Value (Digjt> 9 then
Setd Left(Digit;,1)
1S~ Mid(s,, 1, Length (8 - J) + "0" + Mid(sy, Length (g) - J + 2,
J-1)
Else
1S Mid(sy, 1, Length (9 - j) + Digit; + Mid(s1, Len(g) - J + 2, J -
1)
Setd ™
Exit for Loop
Else
$= Mid(s1, 1, Length (9 - 1) + r + Mid(s1, Length(s) - | + 2)
Set L "™
3.7 Sets; ~ | +s; (Length (g))
3.8Setl~ "™
4. Set s— | & Mid (sy, 1, Length (9 - Length (g)) & s

5. Return s

Algorithm (3.7): Multiplication

Input: String represents an integer numbey) (s
String represents an integer number (s
Procedure
Output: Multiplication result of - s,
1. Call Compare (§ ) algorithm “algorithm 3.4”and put result in Answer
2. If Answer="Smaller" then
Sets— 5,5« 99~ S
3. Set Digit ~ s (Length (g))
4. Call MultiplyOne (s, Digitl) algorithm and put result in s (algorith&?8)
5.For | « 2to Length (9
5.1 Set Digit « s (Length (g) -1+ 1)
5.2 Call MultiplyOne (s, Digitl) algorithm “algorithm 3.8”and put resultni
Temp
5.3 Set Temp-Temp & “0”
5.4 Call Add (Temp, s) “algorithm 3.6” and put resuits
6. Return s
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Algorithm (3.8): MultiplyOne

Input: String represents an integer numbey) (s
Integer number of length one (Dipit
Output: Multiplication of § * Digit;
Procedure
1. Forl ~ 1toLength (9
1.1 Set Digit — s (Length (g) -1 + 1)
1.2 Set Temp- Value (Value (Digi) * Value (Digit)) + Value (1)
1.3 If Length (Temp) > 1 TheBet | — left (Temp, 1)
Else Setd ™
1.4 Setr ~ Right (Temp, 1)
15Sets—ré&s
2.Sets— | &s

3. Return s

Algorithm (3.9): DivMod

Input: String represents an integer numbey) (s
String represents an integer numbey (s
Output: Division and reminder result of/lss,
Procedure
1. Call Compare (5 ) “algorithm 3.4” and put result in Answer
2. If Answer = "Smaller" Then
Set reminder- sy, result— "0"
Exit
Else
If Answer = "Equal" Then
Set remindek- "0", result — "1"
Exit
3. Settemp-""
4.Do until 5 =temp
4.1 set s— Mid (s, 1, Length (9)

4.2 Call Compare(s,#8 algorithm “algorithm 3.4” and put result in Answe
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4.3 If Answer = "Smaller” Then sets s + Mid (g, Length (g) + 1, 1)
44For1=0To9
Call MultiplyOne (g 1) algorithm “algorithm 3.8”and put result in tem
Call Subtract(s, temp) algorithm “algorith®5” and put result in temp
If Left (temp, 1) ="-" Then
Setl-1+1
Set temp- Right (temp, Length (temp) - 1)
Exit For
Else
Call compare (g temp) algorithm “algorithm 3.4” and put result linswer
If answer="Greater” or Answer="Equal”’ then
Exit For
45sets ~ temp & Right (§ Length (g) — Length (s))
46setr—ré&l

5. Set remindet-s1, result—r

6. Return result and reminder

3.4.2 Starting Serving

Once the keysp( a) were successfully generated, the server
prepares to start client's serving. Starting seyuiequires opening two
windows sockets:

1. WsTcpServerReq: this socket will be used to semdraceive data
between server and all the clients. These datanamely related to
the registration process. This socket will be hstg (i.e. waiting
for connections from clients) on pqt,.

2. WsTcpServerLog: this socket will have the same absacket's
function except that the sent and received datelated to the
login process. This socket will be listening ontyus.

Once server starts listening, then it's ready tohaxge data with

any client for both registration and logging in cgg@ns. The exchanged
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data are transmitted between clients and servérm of packets. The
IMS packet consists of header and detaure (3.2) shows typical
representation of the proposed IMS packet.

Header Packet ID | Version | Length Service Type
Data Data

Figure (3.2): IMS Packet

IMS header part consists of:
1. Packet ID: The first three bytes of all packets are always
“IMS” string, the messenger name.
2. Verson: Two bytes are for the IMS version number; the
current version of IMS is 1.0.
3. Length: A two-byte value stating how many bytes are in the
data section of the packet.
4. Service Type: Five bytes used to tell the client and server what
kind of service is requested/being responded to.
IMS data part consists of sent/received data betwehbent and
server. The following packet is an example of aisIpacket
(IMS, 1.0, 5, chats, “hello”)

3.5 Reqgistration M odule

In this module, the client registers as new meminedMS;

successful registration sequence is shown in fig(88). Client's
registration at IMS server requires first creatiagwindows socket
(WsTcpClientReg) to be used for connecting withveeion portpt,, if
connection didn't succeed then reconnection withrvese will
automatically repeated until either connection agudished or user

choose to stop reconnection.
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Client Server

Connect \

Accept

Send Reglnfo ///

 » Receive Reglnfo

'

Get unused P,

v

Send p, a
Receivep, a

'

Compute Secret Keys a, ac

'

Compute Public Keysy, Yc

'

Receivey, Y

'

Savey, Ye
v l
Close Close

Figure (3.3): Successful Registration Sequence

After successful connection, client must present:
» The registering information (Reglnfo), which inctudUserID,
First Name, Last Name, Birthday date).
» Password
» Challenge information: a string represents an answa question;
in IMS client program there is specific number aggtions, so that

the user select one of the questions and answHrig.information
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will be used when user needs to change the passherduse
he/she forgot it.

Note that first and last name is for interface pnégtion not for

authentication.
The password must meet two requirements:

1. Its length must be at least 8 characters long esslthan 16.

2. There must be at least one alphabetic charactémr@ugh Z) or (a
through z), and one numeric character (0 throughind}he
password.

The client sends to server a packet contains itgriRe the server
accepts the Registration Info only if:

1. UserlD, First Name, Last Name and challenge infoionado not
contain any special characters *, & ™, $, #, @+~(>, <, 2, |, \,
", L {1} %.

2. Birthday must be valid birthday date of the formY(Y, MM,
DD).

3. The length of the UserlID is greater than 3 charaaed less than
16, this range is chosen to make number of postibkxID very
large.

4. UserlD must be unique, i.e. never used by any athent before,
if it is then client should choose another UserID.

If any of the above requirements was not satisfiesh the server
send error message to user to inform him/her whomse the UserlID.

After accepting the registration information by\set the server
assigns unused valuesmfa. The entry with false value in thikag field
marks unused values f@ a. The index ofp, a, in Primes/Generators
table is saved in Pending Registering table (t8[8¢ and setiag field of

this entry to true.
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Table (3.3): Pending Registering

UserlD First Name | Last Name | Birthday | ChallengelnfoQuestion | Palndex

Paul_2002 Paul Andrew 2000/10/10 What's the name of 1
your first school

Linda_Wilson Linda Wilson 1988/2/3 What's your atibod 3

hero

Martin_Steve Martin Thomas 1977/9/10 What make yms 2

first car or bike
etc

Now server sendp, a to client who in turn will use these two
numbers for computing another numbers, which & secret keya, a.
and public keyy, y.. The secret keya anda. are computed using MD5
hash algorithm (Appendix A), such thatMD5 (UserlD & Password),
a~=MD5 (UserID & Challenge Information). Now, cliemtomputes
public keysy andy. as follows [Men96]:

y=a®modp (3.1)
y. =a* modp (3.2)

y andy. are computed using FastExp algorithm (Appendix A),
Client sends its public keyg y. to server. After receiving these keys
from client, server saves these two numbers in $e@d Clients table
(table 3.4), server also save all information aiéte to this client which
are: First Name, Last Name, Birthday, Challengegfestion and

Palndex from Pending Registering client table.

Table (3.4): Registered Clients

UserID First Last Birthday y Ve Challengel nfoQuestion | Palndex
Name Name
Linda_Wilson Linda Wilson 1981/9/10 5318063211029478167448 What's the name of 3
6783356666 | 3622736176 your first school

The UserID of this client is saved in another tatddled Offline
table (table 3.5). This table consists of fourdslfirst one is the UserlD
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of a client, which its registration process is imaf stage, and rest fields
are initially empty. Offline Messages field is usédo save offline
messages sent by other clients to this clientme tihis client was offline.
The Buddy List field consists some UserlIDs that adged by this client.
The last field, Add Request, contains requests fodher clients to add
this client to their Buddy List field. Finally sesr informs this client that
registration process was completed successfully amtonnects
connection with client.

The mentioned numberg,a, y will be used in the client’s
verification process at login. The above stepspaesented in algorithm
3.10. The input to this algorithm is server's IPei®), and server
listening port pt;, registration information (Reglnfo) and (UserlD,
Password) pair entered by user.

Table (3.5): Offline

UseriD Offline M essage Buddy List Add Request
Paul_2002 | "Hello, how are you?", | Martin_Steve Linda_Wilson,
2006/11/14, 12:16 pm 2006/11/14, 12:16pm

Algorithm (3.10): Client Registration

Input: Server IP (SerlP)
Server local port (pt
Registration information (Reglinfo)
Client’s UserID (UserID)
Client’s password (Password)
Output: Success or Falil
Procedure
1. Client connects to server using WsTcpClientRegeover’s listening port pt
2. If Server is ready then it will:
2.1 Increment number of client’s attempting to regi$tg one,
Sdhdex—index+1
2.2 Accept connection request
2.3 Send to client the packet (IMS, 10, 5, Regis, Read
Else

1
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Client get error message telling that eng not available at current time
Repeat step 1.
3. Client sends the server the packet (IMS, 1.0, tterRegis, Reginfo)
4. Server receives Reglnfo and check Reginfo.
5. If ReglInfo doesn’t satisfis condition then
Set Answer to contain name of field(s) igIR® table that are not valid wit
reason
Send to client packet (IMS, 1.0, 5, RegRewArn)s
Disconnect with client
Else
Open clients file
6. Set -1, Flag—True
7.Do while not end of file
7.1 If RegisteredClients (). UserID = UserID then
Set Flag False
Exit loop
7.2 Increment | by 1
8. If Flag= False then
Server Send to client packet (IMS, 1.®RégRe, EXxist)
Disconnect with client
Else
Open Keys file
9. assignSearch for unused @,
10. Set @index ~index of p andr
11. Server saves client information in Pending Regisgetable.
Set Pending Registering (index). UserlDserID
Pending Registering (index). First Name&irst Name
Pending Registering (index). Last Namleast Name
Pending Registering (index). BirthdaBirthday
Pending Registering (indexpipdex —~ paindex
Pending Registering (index). Challenge@uiestion— ChallengelnfoQuestior]
Pu=p &';"& a
12. Server send client packet (IMS, 1.0, Length, RegBlu
13. Client receive packet and do the following:
13.1 Set a~ UserID & Password
13.2 Set 3 - UserID & Challenge Information
13.3 Call MD5 (a) algorithm and put hexadecimal result in a

=)

13.4 Call MD5 (&) algorithm and put hexadecimal result in a

1
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13.5 Convert a to decimal representation and put resud.
13.6 Convert g to decimal representation and put result in a
13.7 Call Compare (a, p) algorithm “algorithm 4.3” anput result in flag
13.8 If flag= “Greater” then
Call DivMod (a, p algorithm “algorithm 3.9” and put result in a
13.10 Call FastExp &, a, p) and put result in y.
13.11 Repeat step 13.9 for astead of a
13.12 Call FastExp &, a;, p) and put result ingy
14. Send to server the packet (IMS, 1.0, Length, RegPu,UserID; y, yc)
15 Server receive packet and do the following:
If UserID #Pending Registering (index).UserlD then
Delete client from pending registeriaple
Send error packet to client (IMS, 1.0RégRe, Fail)
Return Fail
Else
Open Clients file
Add new entry to RegisteredClients table
Registeredclients.UserlD UserlD
RegisteredClients.FirstName pending registering (index).First Name
RegisteredClients.LastNamepending registering (index).Last Name
RegisteredClients.Birthday pending registering (index).Birthday
RegisteredClients. ChallengelnfoQuestioi©hallengelnfoQuestion
RegisteredClientszmdex — pending registering(index)gmndex
RegisteredClientsy y
RegisteredClients.y- Y.
16. Server Send client packet (IMS, 1.0, 4, RegReepPon
17. Delete client from Pending Registering table
18. Disconnect with client
19. Return Success

To check if a UserlD is already exists in Regisiecéent table,
client must send to server the packet (IMS, 1.@Q*e UserID) to server
using WsTcpClientReg, the server reply with PackeiS, 1.0, Length,
Answer), and then server disconnects with clidrtheé UserID exists the

Answer will be “Exists” else it will be “Not Exists
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3.6 Login Module

The client must present its own correct UserlD &adsword to

login, figure (3.4) illustrates successful logirggence. After successful
login the client will be considered to be Online.this module the server
will make use of the windows sockets (WsTcpServgjlLavhich created
in Starting Serving part (3.4.2).

Successful login requires client to pass the atitegion test. The
authentication test involves the client to sendUigerID to server, server
checks if UserID exists in OnlineClients table [€aB.6), if UserID was

exists then server inform client that this Useriready logged in.

Table (3.6): OnlineClients

UserlD

Paul 2002

Linda_Wilson

Martin_Steve

etc

If UserID was not exists in OnlineClients tablervee search for
that clientp, a andy in Registered Clients table, add then to Pending
Login table (table 3.7) and send them to it.

Table (3.7): Pending Login

UserlD p a y

Linda_Wilson | 590295810358705651829 2 531806321106783356666
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Client Server

Connect

 “’ Accept

Send UserID
\, Receive User 1D

v
Get p, a,y of UserID
v
Send p, a
Receivep, a 4_ 
v
Compute secret key a
v
Compute public key y
v
SndUserlDy "
v
Generaterandom
message

A 4

Receive M essage - Send M essage
v
Select k
v
Computer
v
Computek™
v
Compute S
v
Send S, r :
 } Receives, r
v
Compute Vy, V2
v

Send Offline M essages
Receive Offline / and Add requests
M essages and Add
requests

Figure (3.4): Successful Login Sequence
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Client uses its UserID and password as input to Mish
algorithm to compute its secret key then using FastExp algorithm
(Appendix A) to compute its public key{Men96]:

y = a *mod p (3.3)

Then, client sendy with UserID in a packet to server, server
checks if the received pair (UserlDy) matches any entry in
PendinglLogin table. If no match happened then sessmds error
message to client and then disconnect with it. iBtitere was matching
then server sends client a message to sign itngdssage is hashed using
MD5 hash algorithm.

The client receives the hashed message and stamsgsprocess.
First client compute a random secret nunmkesuch that gcd( p-1)=1,
generating the randokwill make use of the function Rnd, this function
Is a defined function in Visual Basic programmiagduage, that returns
a value less than 1 but greater than or equalrtm Z&en client compute
r using as follows [Men96]:

r = a “mod p (3.4)

To compute signaturg client must compute inverse kfwhich is
computed using extended Euclidian algorithm (Apmpedd. Now client
computes signature s as follows [Men96]:

s=k {h(m)-ar } mod(p-12) (3.5)

Client sends the received message,and s to server. Upon
receiving the signature, server verify the receiggghature as follows
[Men96]:

v, =y 'r° modp (3.6)

v, =a"™ modp (3.7)
If vi # v, then the client failed to prove its identity (iverification

process failed) so server send error messageetat @ind then disconnect
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with client. But If vi= v, then verification process succeeds and client
allowed being online.

The server adds this client's UserlD to OnlineChketable (table
3.6).

The server also sends the UserID and IP of thesclio all clients
in Online Clients table, finally server checks @i table and sends to
this client the UserIDs (if there is any) in Budbist field, also server
sends any offline messages or add requests thatbeaent by other

clients. Algorithm 3.11 illustrates login process.

Algorithm (3.11): Login Process

Input: Server IP (SerlP)
Server local port (Pt
UserlD of a client aims to login (UHe)
Password of UserID (Password)
Output: Success or Falil
Procedure
1. Using WsTcpClientLog client A connects to servé?’qSerlP) on its listening
port pt.
2. If Server is available then server do the follogvin
2.1 Increment number of client’s attempting to logindme,
Sahdex—index+1
2.2 Accept connection request
2.3 Send to client the packet (IMS, 1.0, 5, Login,dy®a
Else
Client get error message telling that seng not available at current time
Repeat step 1.
3. Client sends Server Packet (IMS, 1.0, Length,h,ddgserID)
5. Server receive packet and setl
6. Do until | >Index-1
If OnlineClients (i). UserlD= UserID then
a. Send client Packet (IMS, 1.0, 5, LogRe, Loged)
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b. Disconnect with client
c. Return Fall
Else
Increment | by 1
7.Setl~ 1, Paindex — O
8. Open Clients file
9. Do while not end of file
If RegisteredClients (). UserID=User|Dethn
Set BIndex — RegisteredClients (I). #index
Set Pending Login(index).UserID=Uger
Set Pending Login(index)—\RegisteredClients (l).y
Exit loop
10. If Palndex #Z0 then
10.1 Open keys file
10.2 Set Pending Login (index) -pPrimesGenerators (8index). p
Set Pending Login (index)~ PrimesGenerators (BIndex)a
10.3 Sends client Packet (IMS, 1.0, Length, loogpa)
Else
Sends client Packet (IMS, 1.0, 4, LogRd) Fai
Disconnect with client
Return Fall
11 Client receive packet and do the following:
11.1 Set a— UserID & Password
11.2 Call MD5 (a) algorithm and put hexadecimal result in a
11.3 Convert a to decimal representation and put resué.
11.4 Call Compare (a, p) algorithm “algorithm 4.3” anput result in flag
11.5If flag= “Greater” then
Temp=Divmod (a, p)
11.6 Call FastExp@, a, p) and put resultiny.
11.7 Send server the packet (IMS, 1.0, Length, LoggY, UserID; y)
12. Server receive packet and do the following:
12.1 If received yz Pending Login (index). y then
Send client packet (IMS, 1.0, 4, LogRe, Fail)

oy
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Disconnect with client.
Return Fall
Else

Server create random message (NBrgth 128 bit
12.5 Call MD5 algorithm to compute message digest ofdh) put result in M.
12.7 Send the hashed message to client (IMS, 1.0, heHgMsg, M)

13. Client receive packet and do the following:

13.1 set G-"0"
13.2 Do until G=1

a. Rd-Rnd

b. Set k- right (Rd, length (Rd)-2)

c. Compute GCD (k,pand put result in G
13.3 Call FastExp &, k, p) and put result in r.
13.4 Call Inverse (k,p-1) algorithm and put result in k1

13.5 call Multiplication (a, r) algorithm “algorithm 37” and put result in s.
13.6 call Subtraction (M, s) algorithm “algorithm 3.58nd put result in s.
13.7 Call Multiplication (k1, s) algorithm “3.7” and puresult in s.
13.8 cal DivMod (s, p1) and put reminder result in Temp
13.9 Call Addition (s, p1) algorithm “algorithm 3.8” ahput result in s.
13.10 Client send signature to server (IMS, 1.0, Length, SgMsg, M;s,r)
14. Server receive packet and start verification psscas follows:
14.11f r <1 or r > p-1 then
Send error Packet (IMS, 1.0, 4, LogRal)
Return Fail
Else

Call FastExp (Pending Login (index).yPending Login (index).p) algorithr

=

and put result in Templ

Call FastExp(r, s, Pending Login (injleX algorithm and put result in Temp2

Call Multiplication (Templ, Temp2) atgbm “algorithm 3.7” and put resulf
in Temp2

Call DivMod (Temp2, Pending Login (inflpx algorithm “algorithm 3.9”

and put reminder result imv
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14.2 Call FastExp (Pending Login (inde®). m, Pending Login (index).{
algorithm and put result inyv
14.3 Call Compare ¥,,V,) algorithm “algorithm 3.4” and put result in Answe
14.4 If Answer="Equal” then
Send to each client in OnlineClgetatble the UserlIDs in this table with
of each client
Else
Send Packet= (IMS, 1.0, 4, LogRal)
Return Fall
14.5 Set |- 1, off~™, request "
14.6 open Offline table
Do while not end of file
If Offline (I). UserID=Userlihen
If Offline (I). Offlik&” then
Set effOffline (1). Offline
If Offline (I).AddRequest” then
Set requedDffline (1).AddRequest
14.7 Set Message off &”;” & request
14.8 server send to client (IMS, 1.0, Length, LogOfss$ége)
15. Client receive Client create windows socket WsChatuse it for chatting with
other clients in private area chat

16. Return Success

N

P

—J

3.7 Chatting M odule

In this module the client is allowed to:

1. Chat with other clients.

2. Adding UserlD to a list named Buddy List.
3. Sending offline messages to offline clients.
4. Changing known password.

The following sections provide clear descriptiorttu#se functions.
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3.7.1 Chat
Online clients can send instant messages to éheh wsing:

1. Public chat area: where all clients chat in ona atech that the text
In this area can be seen by all clients, this &ral contains
UserlIDs of all online clients. The instant messegérst sent to
server using the windows socket WsTcpClientLog, ammbn
receiving it; the server sends it to all clientcept sender. The
clients receive the instant message and printpuinlic chat area.

2. Private chat area: this chat area is specifiediviar users only.
Also online client can use both chat areas atstmae time. The
client can use this chat area for chatting withrenklients or for
sending offline messages to offline clients. As tiered before
each online client creates windows socket WsChatd start
listening on poript;. Suppose client A want to chat with client B,
so there is two cases:

» If client B is online then client A create windovwgscket
WsChat2, and save the instant message typed byimuser
buffer, then client A connects to client B on th&tdning
port pts. Client B accept connection request, and inform A
that its ready to chat. Client A sends bufferedtant
message to B, client B receive that instant mesaagenow
both clients, A and B, can exchange instant message

» |If client B is offline then client A save instanessage typed
by user in buffer and then using the windows socket
WsTcpClientLog, client A send the typed messagsetwer,
server will update the client B entry in Offlindota such that
Offline field in this table will contain: UserlD oflient A,

A’s instant message and current time.
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3.7.2 Adding UserIDsto Buddy List

The client is allowed to modify Buddy List field Offline table.
Suppose client A wants to add client B to its Buddgt, so using
WsTcpClientLog, client A sends to server client'sBerlD. Server
checks if this UserID exists in RegisteredClieatsie, if it does not exist
then server sends error message to client A termfbthat this UserID is
not exists. Else if UserlD exists then server chédKs UserlID already
exists in A’'s Buddy List, if its exists then serveends to client A a
message telling that client B is already in A’s Bud.ist, else server
checks if client B is online, if B is offline theserver updates client B
entry in Offline table so that Add request fieldllvaontain UserlD of
client A and current time, but if B was online theerver send to it a
message telling that client A wants to add it ®Buddy List table. If
Client B refused add request then server sendiémtcA a message
telling that client B refused adding request, edsever update client A
entry in Offline table so that So that clients Addh UserID will be added
to Buddy List field in A and B entries in offlinalle..

The function of changing password is same as thestm section
3.8.1.

3.8 Change Password Module

The password can be changed by user in two ctistsvhen user
wants to change the password which he/she knowsndewhen user

forgot the password correspond to a UserlID.
3.8.1 Changing Known Password

To change a password correspond to a specificlstre client

must first connect with server, connection will ksone using
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WsTcpClientLog socketpt;). After successful connection, the client
must presents its UserID, current password andhédve password, the
client send the UserID to server, server receiv@s D and searchs for it
in RegisteredClients table, if the UserID does est in this table then
the server sends error message to client.
But if the UserID exists in RegisteredClients tabte server getp, o
correspond to this UserID from this table and seahds to it, the client
receives the paip( @) and computes the secret keya=MD5(UserID &
current password) ,then usago generate the public keyas follows
[Men96]:
mod p (3.8)
Client sends to server its UserID and public ¥ethen the server
verifies if the receivedy match an entry in Registered client table
correspond to the received UserlD. If the matchpkapd then server
sends client a random hashed message to signljghereceive message
and select a random vallesuch that gcd( p-1)=1 and then compute'
modp -1, to compute as follows [Men96]:
r = a*“mod p (3.9)
and then compute s as follows [Men96]:
s=k {h(m)-a*r }mod(p-1) (3.10)
Client send the signature pas, () to server, server verify signature as
follows [Men96]:

r S

v, =y r° modp (3.11)
v, =a "™ modp (3.12)

If v;=v, then sever sends to client a message that veioica
process succeed, now client computes a new seeyet &and computes

public keyy and sends it to server, server replaces old \a&lyevith the
receivedy.
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The client can make use of the new password nmé tlient

login.

3.8.2 Changing Forgotten Password

Changing forgotten password is another functiorthef proposed

IMS. To make use of a UserID which its password feagotten, first the
client connects to server using window socket W€TigmtLog, server
accept connection request and asks client to sehiser|D and birthday
date, if UserlID is not exist in RegisteredCliergblé then server send to
client error message, else server checks if thereshtbirthday is correct,
only if birthday date is correct then server get tfuestion of challenge
information of this client from RegisteredClientsble and sends it to
client. Client will answer the question and thea #mswer will be hashed
with UserID using MD5 hash algorithm to compuge a
a.=MD5(UserID & Challenge Information), then compuydeblic keyy.
as follows [Men96]:

y. = a * mod p (3.13)
Client sendg/, to server, server receivgsand checks if the received
matches thg, correspond to that UserID in RegisteredClientsetalb it
doesn’t match then server sends error messagetd, @lse server sends
to client a random hashed message to sign. Clignttee message (as
with login) by first selecting a random numbeisuch that gcdk( p-1)=1
and computing as follows [Men96]:

r = a*“mod p (3.14)
Client selects a random secret numkesuch that gcd( p-1)=1, and
then computes* modp -1to computes as follows [Men96]:

s=k {h(m)-a_*r } mod(p-1) (3.15)
Client sends signature pair, ) to server. Server receives signature pair
and verifies signature, as follows [Men96]:

o9
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v, =y, r°modp (3.16)
v, =a "™ modp (3.17)
If vi= v, then verification process succeeds. The new s&esewvill be
computed using the UserIlD and the new password,=KUserID &
password), then compute public kejMen96]:
mod p (3.18)
and send public key to server. Server replace tteyawith the new

a

y = ¢a

received one.
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IMS Interface and Evaluation

4.11MS Interface

IMS system consists of two interfaces, Server (I88ver), which

Is installed in the Administrator's computer, ahd Client (IMS Client),
which is installed in the remote computers.

The IMS Client.exe must run in the remote PC inrkévork by
adding it to the start up menu of the remote P®Gedaised by any user
who aims to be member of IMS’s clients. At the Adsirator side, the
IMS Server.exe is executed in the Administratorsngoter to start

client’s serving.

42HowtoUse|IMS Server

IMS server interface designed to enable the Adrreiigr to serve
clients reside at the host or remote PC(s) eadilyen IMS executed, the
main form, shown in figure (4.1), will appear. Thogsm consists of three
menus.

EX IMS SERVER M=E3

File FRun Help

Instant Messaging System
IMS SERVER

Figure (4.1): IMS Server Main form
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Menus in the main form are:
1. File allows administrator to generate new primes/gaioes table,

which will contain values forp(a) in new file or in an existing file

as shown in figure (4.2).

k4 IMS SERVER
2= Fun Help

Mew File  Chrl+h
Load File  Chrl+L

Exik Chrl+F4 ESSHgiﬂg S}fstﬂﬂ
IMS SERVER

Figure (4.2): FileMenu

2. Run: allow administrator to start or stop IMS Servartsning as

shown in figure (4.3).

Ea1 IMS SERVER
File MaiE® Help
Start Chrl+5

Instant Messaging System
IMS SERVER

Figure (4.3): Run Menu

3. Help: This option contains one function, this functisAbout, as
shown in figure (4.4). Clicking on this About optivill displays a
message box contain short information about the, [B4Sshown in

figure (4.5).

1y
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Ef IMS SERVER

File Run N3ElH
Abouk IMS SERVER Chrl+H I

Instant Messaging System
IVMS SERVER

Figure (4.4): Help Menu

EX About IMS Server &

IMS Server

Instant Meszagng Zystem (IWE) software
Version 1.0
By Malath 5. Kareem

Copyright (c) 2006

Figure (4.5): About Option

The following steps show how administrator shoulsk UMS
Server to be able to serve IMS users properly:
Stepl: when administrator first runs the IMS Server, thiee main form
shown in figure (4.1) will appear.
Step2: the administrator must first fill the Primes/Geaters table to
generate @,a) pairs by clicking on “New File” option in File

menu. When clicking on this option, the form shoiunfigure

1y
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(4.6) will appear, it allows administrator to cheoshere to save
the file which Primes/Generators table will be shwe
Save As @

Savein: |_’.' db j & £ E-
3 EFiet.mdb

i @users mdb

My Recent
Dacurments

E

Ve
1

[Desktop

\$

My Documents

=
?!J
ty Camputer

‘:1] File name: |Keys.mdb
s

Py Metwark, Save az type: |
Flaces

Save

||
Cancel

RHREN

Figure (4.6): saveform

After that, the form shown in figure (4.7) will @umatically
appear, the administrator enters number of priroebet generated and
length (in bits) of minimum prime to be generatiéedn click OK button.
When ,a) generation complete message box will appear tormm
administrator that generation was complete. Thenimidtrator can click

on Close button to exit.

Primes/Generators Table

IMS Server

Index Primes Generators
- 576460752303423618
576460752303423645
576460752303423733
5T6460752303423737
576460752303423748
576460752303423761
576460752303423811
5T6460752303423913

—

Enter number of primes to be generated and
the desired length of the mimmum prime

Number of Primes (N) 2
Length of the smallest 60
prime i bits (k)

LR ) [ D D
2

Lo I e R N e B
1 ' [ i 1 I

: 01.;_ Canmed

Figure (4.7): New form

¢
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Step3: once generation was completed successfully seserogram is
ready to start serving. To start serving administralick on
“Start” option in Run menu. Since server is runningw SO
“Start” option will be inactive to prevent administor clicking
on this option by mistake.

The administrator can add new,q) values to an existing file by
clicking on “Add to File” option in File menu, whedlicking on this
option then the form shown in figure (4.8) will a&a@p. The administrator
should enter the number of extra primes to be géeerand then click on
“Add”. When generation complete, a message box agpear to inform
administrator that adding new primes completed esefally.

To stop server running, administrator can click“S8top” option in Run

menu.

E Adding New Entries

IMS Server

Fumber of Primes |2[]

Cancel Ok

Figure (4.8): Add form

4.3 HowtoUseIMSClient

IMS Client is designed to allow user to chat widther users
already logged in IMS. When a user executes IM&rlithe main form
shown in figure (4.9) will appear. This form consief:

1. UserlD textbox: to allow user to enter its own UBefor login.
2. Password textbox: to allow user to enter the pasbwo

corresponding to a specific UserID.

10



Chapter Four

3. Server IP textbox: allow user to enter IP addreSseayver to
provide the ability to connect to that IP, thisttex contain a
default IP, so that user will not have to enterlthenly if server IP
changed.

4. Change Your Password Button: this button allows tser to
change a password that he/she knows or forgot.

5. Register Button: a user who aims to register wiglwv rJserID in
IMS can use the register button.

6. Login Button: an already registered user can lagdiar entering its

UserlD in UserID text box and its password in Pass\Wextbox.

e IMS Messe nger E@@

Change Your Password? |

TTzerlD) |

Password |

Corvers TP 19216801

Login Eegister

Figure (4.9): IMS Messenger Main form

43.1Howtoregister inIMS
The following steps show how a new user can use [Bli8nt
program (IMS Messenger) for registration.
Stepl: User enter server IP in “Server IP” textbox, thelick on
“Register” button in figure shown above, the formmown in
figure (4.10) will appear. The user must enterfdllewing:

N
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1.

First Name: represents first name of user, its tlengust be

between 4 and 15.

Last Name: represents last name of user, its lenglist be

between 4 and 15.

UserlD: username to be used to login, it shouldceotain special

characters like (!, @, #, $, % etc).

Check Availability Button: clicking on this buttaalows the user

to ask server if the entered UserlD is used bdigranother user

or not.

Password: password to be used with the above Uderlldgin,

its length must be between 8 and 15, containindeast one

character between (a-z) or one character between) (&nd at

least one number value (0-9).

Questions List: number of questions that user namswer of

them.

Challenge information: represent an answer to ataure chosen

by user; this information is needed when user fortlggpassword.
E3Registration DEX

Welcome, pleaze full the followmmg information

First name |]_j_nda

Last name |Wi.ls ot

Bitthday [1921  «| |September~| |10 |

UsedD Linds_#ilson Check Availability

Password | **********

Fe- enter password | **********

Select a question and answer it

‘w'hats the name of your first school® j |A1 Fitdouse

Figure (4.10): Registration form
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Step2: After filling the above information, the user shabuwclick on

Submit button.

Step3: If the entered information accepted by server thenform shown
in figure (4.11) will appear, otherwise the form1@) will appear
again and the wrong entered information will be kedrby “*”

to inform user that these information are wrong.

E Registeration

Regsieration comapleted

Congratulation, you have been successfull
registered as a new member

Figure (4.11): Successful Registration form

432HowtoLogintoIMS

For login, the user must enter a UserID, passwamd,Server IP in
the main form shown in figure (4.9), and then clock“Login” option. If
the user didn’'t enter a UserlD or password or bétien a warning

message box will appear as shown in figure (4.12).

IMS Messenger @

@ Yo sk enter both UserID and Passwaord

Figure (4.12): Wrong Information form

But if the user enters the UserID and passwordfdha in figure

(4.13) will appear; this is the public room where all users of the room can
see what every other member types.

TA
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Ex IMS Messenger Q@E|

File:
IMS List OnLine Buddy List
Linda Wilson Joms the net ~ xg]:tiﬂ]?e;glg A Cal'tta_r_!;i?e
r— —_—
ﬂPaLﬂ_QUUQP Eeﬂo, Do any one know what Dr_Joel 2006 tha u]m_2l|]|] 2
Auvthentication in cotnputer secuity mean? DrPhill 2007 Thomas_Madron
<Sinmons2005> The process of determining Emily Peter
whether someone o something is, in fact, who or George_Dollimo
Kareem_Jean

what it claim to be

Linda_ Wilson ; ;
notice that authentication iz distinct from authorization Mark _Lee OffLine Buddy List
. which 1z the process of greng mdimduals access to Martin_Steve allen Bost
system objects based on their identity. Authentication Massey_Johans: EH_BOsTEL

S . OperahWin Carol Ztar
merely ensures that the mdividual 15 who he or she Paul 2002 -
claims to be, but says nothing about the access rights Salley 1234
of the individual Sinmons2003

¥ |Thomas Madren ¥

Iz thank
© i Send

Figure (4.13): Public Area Chat
This form contains:

1. File menu: it contains four options:

e Add user: allows user to add a UserID to his/heidyudist.

» Change password: helps user to change the pasaiterd
login, the new password can be used when the tissrto
login in the future.

e Create new UserlD: allows user to create a newlDsater
login.

e About: displays a message box contains short irdton
about the IMS, as shown in figure (4.14).

e Logout: to exit from IMS Messenger
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IMS Messenger

Instant Messaging System Software
Wersion 1.0

IS Server By Malath 5. Kareem
Copyright (c) 2006

Figure (4.14): About form

2. In textbox: this text box contains the text typedthis user and
other users logged in from another’'s PCs.

3. Out textbox: allows user to type text to be serdlk@ther users.

4. Send button: this button can be used to send amyyged in Out
textbox.

5. IMS List: this list contains the UserID’s of all IMmember that
are logged in.

6. Online Buddy List: this list contains UserIDs of lide’s users in
user buddy list.

7. Offline Buddy List: this list contains UserIDs offfline’s users in
user buddy list.

Both lists (Online Buddy List and Offline Buddytlisappear every
time user login.

In order for a user to chat with any user listedhis IMS list or
Buddy List, he/she must click on its UserlID, thbe form shown in
figure (4.15) will appear, the title bar of thisrfio will contains the
UserlDs of users participating in this chat ardas tform also
contains two textbox: In textbox and Out textbox iflacoming and

outgoing text as in public room.
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A Linda_Wilson - Ali_Saleem

Al Saleem iz ready to chat with yvou

<Linda_"Wilson= Hello A4 how are sroui
<A1 FBaleem™ Hello Linda, I m fine, how are
o

<Litnnda_"Wilson™= I m also fine
<Linda_Wilson>= How was you exam

<&l Haleem= it was fine

e
Setud

Figure (4.15): Private Area Chat
4.3.3 Adding a UserID to Buddy List

The user can add UserID(s) to his/her Buddy Listthgking on
Add User option in file menu of public chat areanfoshown in figure
(4.13), after clicking on this option the Add Uderm will appear as
shown in figure (4.16).

F2 Add User to My List

Please enter the User]D) you want to add

| 3
{Martin_steve

Caticel Add

Figure (4.16): Add User form

Suppose the user “Linda” aims to add the UserlDMurtin” to
her Buddy List, Linda must enter the UserID of “Malt in the text box
shown in figure (4.16) and then click Add. The sergéend this add
request to “Martin”, when “Martin” is online he Wwiteceive a message

shown in figure (4.17).

\A



Chapter Four

Ehdd Request

'Linda_Wilson' want to add you to his’her
Buddy List, if vou agree click Yes else click
No

No Lves

Figure (4.17): Add Request form
“Martin” must reply the add request in the abovefpif “Martin”
replied No then the form shown in figure (4.18)lveippear on Linda’s
screen, which inform “Linda” that “Martin” refuset add her to his
buddy list, else the form shown in figure (4.19)Iwappear. The server
then will add Martin’s UserID to Linda’s buddy ljsdlso Linda’s UserlD
will be added to Martin’s buddy list.

Ex Add User to My List

"Martin_Steve' refused your add request

............................

............................

Figure (4.18): Regect Add Reply

£:4 Add User to My List

"MWMartin_Steve' agreed to add you to
his/her list

Figure (4.19): Accept Add Reply

\Al
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4.3.4 Changing Password

The user is allowed to change the password whae¢shle knows or
forgot, the following steps illustrate the procedschanging a known
password:
Stepl: the user click on “Change password” button in fegg(4.9), then

the form shown in figure (4.20) will be appear.

12| Change Password g@@

Please select one of the following options
and then press next

" Change password you know

" Change password you forgot

Caneel

Figure (4.20): Change password form

Step2: in this form there are two options
1. Changing known password.
2. Changing forgotten password.
The user must select the first option and ttlexk “next” button,

then the form shown in figure (4.21) will appear.

= Change Password g|§|@

Flease full the following information

sz dlD Linda_Wilson

Current password |xxxxxxxxx:|c

HNew password |xxxxxxxxx:|cx:|c

Ee enter new password |****xxxxx**x
Cancel

Figure (4.21): Changing known Password form

vy
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Step3: in this form, the user must enter its UserID, plassword, which
he/she wants to change, and the new password.éishe click
“Edit” button. If the (UserlID, password) pair isroect and the
new password satisfy the conditions then a new foinappear
to inform user that changing password was completedessftul,
else the same above form will appear with “*” oghti side of the
wrong field.

To change a password that was forgotten by user:

Step 1: the user must select the second option in the &trowvn in figure
4.20 and then click on “Next” button, then the formfigure
(4.22) will appear.

E Change Password E@@

Please enter your UserlD and birthday date

UserID Linda_Wilson

Birthday | 1981 ~| | September ~| |10 -]

Cancel

Figure (4.22): Change Forgotten Password First form

Step2: in this form the user must enter
1. UserID which user forgot this UserID ‘s password.
2. Birthday date, this date must match the date emtae
registration.
Step 3. then the user must click on “Next” button, if thiserlD and/or
birthday date was wrong then the same form willesgppvith “*”
mark on the wrong field, otherwise the form in figu4.23) will

appear.
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Step 4: This form contains the question that was chosenaaiswered by
user at registration. The user must answer thistgurein the first
text box in this form, and enter the new passwarthe second
and the third text box, then click “Send”.

Step5: Only if the answer of the question was correct &mel new
password satisfy its conditions then a messagenbappear to
inform user that this UserID can be used again i new

password.

E Changing Password E]@@

Please, answer the question and choose a new password

Whats the name of your first ‘j_ﬂ Firdous
school?

HNew password ‘x*ﬂcﬂc**x*x*
Re enter new password |*****#*x**
Cancel

Figure (4.23): Changing Forgotten Password Second form

Yo
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4.2 |MS Evaluation

In this section, the requirements that are adddesseection 3.2

are discussed to evaluate the performance of thigroedl system.

1. Easy of use. From the user point of view, IMS client interéac
provides an easy and simple way to do the followaagvities:
registration, login, chatting, sending offline megss, and
changing password.

2. Fast Execution: one of the important issues of any instant
messaging system is speed. IMS passes through exaoytion
phases, these are evaluated as follows:
 |Initialization phase: the server prepares a tabld public key

parameters pairp( a), where the firsp value of this list is of
length equalk bits. This table is generated just for once (in
offline mode) on the server side. Table (4.1) shewamples
of the time that spent to generate lists of 20spafr(, a) for
differentK length.

Table (4.1): Examplesof Initialization Time Consuming

K (no. of bits) Time (in seconds)
10 8.125
20 63.171
30 193.4531
40 428.8594
50 972.4219

* Registration phase: this phase is affected mainfy the

parametep (it's length), as shown in table (4.2).

&
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Table (4.2): Examples of Registration Time Consuming

p length in bits p value Time (in seconds)
10 521 0.8125
20 524309 0.90625
30 536870923 1.4375
40 549755813911 2.328125
50 562949953421381 3.953125
60 576460752303423619 6.0625

* Login phase: as with registration, the most effégiarameter
by mean of time in login phase 5 table (4.3) shows the
approximately time needed by client to login foffetient p

values.

Table (4.3): Login Time Consuming

p length in bits p value Time (in seconds)
10 521 0.96875
20 524309 1.34375
30 536870923 2.046875
40 549755813911 3.609375
50 562949953421381 5.671875
60 576460752303423619 9.640625

From the above tables, we can notice thakothger part of execution
time of the whole system is initiation phase executime, this time does
not affect the client’s job, i.e. this time will bevisible to the end user,
while the other phases execution’s time could besklered to be
unnoticeable to the end user. It is also noticeédrnmtine number of pairs
(p, a) is greater than 10 pairs f&r length greater than 60 bits, then the
administrator will have to wait long time to finighitialization phase (for

example 3 hrs), although this time will be notideg administrator, it

isn’t by client.

A%




Chapter Four

3. Security: The security of the system is evaluated as\iglo

The password and secret kayare not sent over network
neither as plaintext nor encrypted, instead thdipley y will

be sent, so password is protected against eavgsdgopnd the
secret keya is protected against key only attack since solving
discrete logarithm problem in equation 2.1 is wéifficult.

If the password is attacked by brute force attdantthis will
take very long breaking time to know the passwdndthis
system the password must be between 8-15 lengthistimigy
characters from (A-Z or a-z) and (0-9) i.e. 36 clatars, so the
system as whole consist of (36) (36)+...+(36)"=
2.273903*16° possible password of length between 8-15. At a
rate of 10 passwords per second, it would take 7.210499*10
years to test all passwords; this time is very ghoto make
this type of attack not possible.

The user can change the password when he/she tusipac
the password has been compromised. Only the rea¢oof a
UserID can change the corresponding password after
presenting the correct challenge information, ttisllenge
information is (as with password) not sent ovemwaoek, but
instead its used to generate secret and public &egisthen a
digital signature which will be verified by servewhen
verification process succeed the user is allowedntinge the
password.

The messages to be signed are chosen by serveanyso
adversary will not be able to choose a messageoaiains
valid signature for it, because the adversary wdk guess

which message have to be signed.
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Conclusions and Future Work

5.1 Conclusions

As a result of system implementation, the followicmnclusions
can be noticed:

1. The combination of password and digital mechanisffer more
strength to the authentication process since tlaviolicks of
password mechanism were improved by this combinatio

2. Number of IMS’s users can be increased by maximgizihe
number of primegp at IMS server, this may cause that the new
users will have larger primp and as a result they will get more
security.

3. Using windows sockets when designing IMS providasyeof
implementation as it is implemented with few statats and need

few variables.

The problems of the system were:

1. Knowing the secret keya] of a UserID by an adversary will let
him/her to impersonate the real owner of this U3erl

2. The repeated use of k, when the same k is usedkxmple by
client A, to sign two different messages then thsrerobability
that A’s secret key will be known (section 2.4)ppose client A
logged at time t; with signature signed with somek
s, =k™{h(m)-a*r}mod(p—-1) and then client A logged in at tinte
with s, =k™{h(m,) —a*r} mod(p-1) ands, signed using the same
mentionedk, so to determine secret key, adversary must camput

(s, —s,)k =(h(m) —h(m,)) mod(p-1), SO if s —s, #0mod(p-1) thenk
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can be determinedk=(s, -s,)*(h(m)—-h(m,))mod(p-1), SO NOw
secret key can be easily determined. Although #itack can
happen but it may take lots of time because thersdvy must be
presented each time A try to login in order to @é#A\’s signature
(s), and then keep computings -s, until finding that
s —s; #0mod(p-1).

3. The instant messages between clients are notgedryThis may
allow someone to intercept the packet and modiéy g¢kchanged
messages.

4. When number of clients becomes very large then siawer’'s
response time will be effected because multithréatehnique
was not used to deal with clients.

Suggested solutions for the above last three pmubbae illustrated in the

next section.
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5.2 Future Work

The followings are some recommendations for futuoek in IMS:

1. To provide more security to the system, the sigmattan be
encrypted using an algorithm based on public kdsagtructure
and then sent over network.

2. Encrypt the exchanged instance messages betweentsclio
prevent eavesdropping.

3. Other functions can be added to the system to geovnore
reliable interaction between users, like E-mailve®, exchanging
files between users and using voice for conversdiaside text.

4. Using multithreaded technique at server side wixehanging data
with clients to ensure high response time fromeaewhen number

of clients becomes very large.

AN
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Appendix A
Algorithms

This appendix contains three algorithms (MD5, M#Rabin
algorithm, Extended Euclidean algorithm), which awosed in the
implementation of the proposed system in chapteeth

A-1The MD5 Message-Digest Algorithm [Riv9Z]

The algorithm takes as input a message of arpitiemgth and
produces as output a 128-bit "fingerprint" or 4sege digest" of the input.
It is conjectured that it is computationally inféds to produce two
messages having the same message digest, or tacpr@hy message

having a given prespecified target message digest.

Terminologies and Notation

A “word” is a 32-bits quantity and a “byte” is amgkt quantity. A
sequence of bits can be interpreted in a naturalneraas a sequence of
bytes, where each consecutive group is interprasesl byte with the higher-
order (most significant) bit of each byte listeti Similarly, a sequence of
bytes can be interpreted as a sequence of 32-bitiswovhere each
consecutive group of four bytes is interpreted agoed with the low-order
(last significant) byte given first.

Let the symbol “+” denote the addition of wordse(j.module 2732
addition). LetX <<<sdenote the 32-bit value obtained by circularly timgf

(rotating) X left by s bit position. Lehot(X) denote the bit-wise complement
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of X, and letx CY denote the bit wis®R of X andv. Let X XOR Y denote
the bit-wise XOR of X andy, and let Xy denote the bit-wiseANDOf X
andy .
Description of M D5 Algorithm

We begin by supposing that we have a b-bit mesaageput, and
that we wish to find its message digest. Here anisarbitrary nonnegative
integer; b may be zero, it need not be a multigleight, and it may be
arbitrarily large. We imagine the bits of the meggsawritten down as
follows:

mO m1l ... m{b-1}
The following five steps are performed to compite inessage digest of

the message.

Stepl. Append padding bits
The message is “padded” (extended) so that itsthe(g bits) is

congruent to 448, modulo 512. That is, the messaggtended so that it is
just 64 bits of being a multiple of 512 bits lonBadding is always
performed, even if the length of the message isadly congruent to 448,
modulo 512. Padding is performed as follows: alsifity’ bit is appended to
the message, and then “0” bits are appended sahihdength in bits of the
padded message becomes congruent to 448, moduldnbal?, at least one
bit and at most 512 bits are appended.

Step 2. Append length

A 64-bit representation of b (the length of thessage before the
padding bits were added) is appended to the resuhe previous step. In
the unlikely event that b is greater than 2°64ntbely the low-order 64 bits
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of b are used. (These bits are appended as twat 3&®kds and appended
low-order word first in accordance with the pre\saonventions.)

At this point the resulting message (after padduity bits and with
b) has a length that is an exact multiple of 51%.bkEquivalently, this
message has a length that is an exact multipl® ¢82-bit) words. Let M [0
... N-1] denote the words of the resulting messagere N is a multiple of
16.

Step 3. Initialize M D buffer and constants

A four-word buffer @, B, C, D) is used to compute the message
digest. Here each &, B, C, Dis a 32-bit register. These are initialized to
the following values in hexadecimal, low-order lsyfest:

Word : 0x01 23 45 67

Word B: 0x89 ab cd ef

Word C: Oxfe dc ab 98

Word D: 0x76 54 32 10

Step 4. Process message in 16-word blocks

Define four auxiliary functions that each take aput three 32-bit
words and produce as output one 32-bit word.
F (X,Y, Z2)=XY CNOT (X) Z
G (X,Y, Z2)=XZ C Y Not (2)
H (X, Y, Z) =X XOR Y XOR Z
1 (X, Y, Z)= X XOR (X C NOT (2))

In each bit position F acts as a conditional: ifhén Y else Z. The

function F could have been defined using + instefad since XY and not

(X) Z will never have 1's in the same bit positjolt.is interesting to note
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that if the bits of X, Y, and Z are independent antdiased, the each bit of F
(X, Y, Z) will be independent and unbiased.
The functions G, H, and | are similar to the fumctF, in that they
act in "bitwise parallel" to produce their outpudrh the bits of X, Y, and Z,
in such a manner that if the corresponding bitsXofY, and Z are
independent and unbiased, then each bit of G XZ)YH (X, Y, Z), and |
(X, Y, Z) will be independent and unbiased. Notattthe function H is the
bit-wise "xor" or "parity" function of its inputs.
This step uses a 64-element table T [1 ... 64] tcocted from the sine
function. Let T [i] denote the i-th element of ttadble, which is equal to the
integer part of 4294967296 times abs (sin (i)), whieis in radians. The
elements of the table are given in the appendix.
Do the following:
[* Process each 16-word block. */
Fori=0to N/16-1 do
[* Copy block i into X. */
Forj=0to 15do
Set X[j] to M[i*16+]].

end /* of loop on j */

[* Save A as AA, B as BB, C as CC, and D as BID

AA=A

BB=B

cc=cC

DD =D

/* Round 1. */

/* Let [abcd k s 1] denote the operation

a=b+ ((a+F(b,c,d) + X[K] + T[i]) <<). */
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/* Do the following 16 operations. */
[ABCD 0 7 1] [DABC 112 2] [CDAB 2 1B] [BCDA 322 4]
[ABCD 4 7 5] [DABC 512 6] [CDAB 6 17] [BCDA 722 §]
[ABCD 8 7 9] [DABC 912 10] [CDAB 10 171] [BCDA 11 22 12]
[ABCD 12 7 13] [DABC 13 12 14] [CDAB 14 115] [BCDA 15 22
16]

/* Round 2. */
/* Let [abcd k s i] denote the operation

a=b+((a+ G(b,c,d) + X[k] + T[i]) <<). */
/* Do the following 16 operations. */
[ABCD 1 517] [DABC 6 9 18] [CDAB 11 1¥9] [BCDA 0 20 20]
[ABCD 5 521] [DABC 10 9 22] [CDAB 15 12B] [BCDA 4 20 24]
[ABCD 9 525] [DABC 14 9 26] [CDAB 3 127] [BCDA 8 20 28]
[ABCD 13 5 29] [DABC 2 9 30] [CDAB 7 131] [BCDA 12 20 32]
/* Round 3. */
[* Let [abcd k s t] denote the operation

a=b+ ((a+ H(b,c,d) + X[k] + T[i]) <<s). */
/* Do the following 16 operations. */
[ABCD 5 4 33] [DABC 8 11 34] [CDAB 11 1%5] [BCDA 14 23 36]
[ABCD 1 4 37] [DABC 4 11 38] [CDAB 7 189] [BCDA 10 23 40]
[ABCD 13 4 41] [DABC 011 42] [CDAB 3 143] [BCDA 6 23 44]
[ABCD 9 4 45] [DABC 12 11 46] [CDAB 15 4] [BCDA 2 23 48]
/* Round 4. */
/* Let [abcd k s t] denote the operation

a=Db+ ((@a+I(b,c,d)+ X[Kk] + T[i]) <<s). */
/* Do the following 16 operations. */
[ABCD 0 6 49] [DABC 7 1050] [CDAB 14 151] [BCDA 5 21 52]
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[ABCD 12 6 53] [DABC 310 54] [CDAB 10 155] [BCDA 1 21 56]
[ABCD 8 657] [DABC 15 10 58] [CDAB 6 150] [BCDA 13 21 60]
[ABCD 4 661] [DABC 1110 62] [CDAB 2 163] [BCDA 9 21 64]
[* Then perform the following additions. (Thatincrement each

of the four registers by the value it hadioloe this block

was started.) */
A=A+ AA
B=B+BB
C=C+CC
D=D+DD

end /* of loop on i */

Step 5. Output
The message digest produced as output is A, B, Chat is, we begin with
the low-order byte of A, and end with the high-artgte of D.

A-2 Miller Rabin Algorithm [M en96]

The probabilistic primality test used most in preetis the Miller-

Rabin test, also known as thong pseudoprime test

Algorithm Miller-Rabin probabilistic primality test

Input: an odd integer 3 and security parametert1.
Output: an answer “prime” or “composite” to the questiofis n prime?”
1. Write n -1 = 2r such that r is odd.
2. For i from 1 to t do the following:
2.1 Choose a random integer asza =>n - 2.
2.2 Compute y =amod n
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23Ify #1 and yzn - 1 then do the following:
j 1
While jss - 1 and y'n - 1 do the following:
Computey y* mod n.
If y = 1 then return (“composite”).
i+l
If yvn - 1 then return (*composite”).

3. Return (“prime”)

A-3 Extended Euclidean Algorithm [M en96]

Inverses can be computed using the extended Eaalialgorithm as next

described.

Algorithm Computing multiplicative inverses iR Z

Input: a//Zn.

Output: a* mod n, provided that it exists.

1. Use the extended Euclidean algorithm to findgets x and y such
where d = gcd (a, n).

2.1fd > 1, then & mod n does not exist. Otherwise, return (x).

that ax + ny =

Algorithm Extended Euclidean algorithm

INPUT: two non-negative integers a and b witk b.
OUTPUT: d = gcd (a, b) and integers x, y satisfyag+ by = d.
1l.Ifb=0thensetd-a, x <1,y <0, and return (d, x, y).
2.5etx<1,% <0,% <0,y 1.
3. While b > 0 do the following:
3.1q«/blajr—a-qb, % X - g%, Y- Q.
32a<b,ber X X, X <X, ¥ «yg,and y V.

4. Setd—a, X « X, Y « Yo, and return (d, x, y).
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A-4 Repeated Squar e and Multiply Algorithm [M en96]
Modular exponentiation can be performed efficientiyth the
repeated square and multiply algorithm, which isical for many

cryptographic protocols.

Algorithm Repeated square-and-multiply algorithm for expoiagion in Zn

INPUT: a /7Zn, and integer & k >n whose binary representatiorkis Z}:oki ol

OUTPUT: a* modn
1. Set b- 1. If k = 0 then return (b).
2.Set A- a.
3. If ko = 1 then set b- a.
4. For i from 1 to t do the following:
4.1 Set A~ A>mod n.
4.2 1f k =1 then set - A. b mod n.
5. Return (b).
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