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Abstract

Image and video classifications, are important problems in
multimedia content understand that requires bridging the gap between the
target semantic categories, or classes, and the low-level visual descriptors
that can be automatically obtained. At the same time, they are valuable
tools towards other applications like object detection and recognition,
visual content description, semantic metadata generation, indexing and
retrieval.

This work aims to segment the video into a number of shots using
three different types of algorithms, classify the video frames data into
static and dynamic blocks depending on the difference between the
blocks of successive frames, extract two types of features from the static
and dynamic blocks of the video shots, the adopted features are:

1. The statistical features (mean, standard deviation, mean absolute
deviation, skewness).
2. The textural features (energy of gradient, contrast, modification

fractal dimension H).

The discrimination power for the extracted features was determined
by using each features alone, or combinations of features (up to 5.
features).

The test results indicated that some combinations of these features
are useful to successfully recognize the video shots from each other
especially when the extracted video sequences from any shot consist of
video frames more than (Y°) frame the results also showed that the

features extracted from the static blocks (except the H) gave higher



discrimination power than the features extracted form the dynamic
blocks.

Finally the K-means clustering algorithm was used to categorize the
video shots into a number of classes. The test results indicate that this
algorithm shows good stability in classifying the video shots, because
most of the extracted sequences from each shot were classified as

members to the same class.
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Appendix A
AV File Structure

A.1 AVI Main Header

In this section the elements of the header sedcti@VI files are given.
The AVI file begins with the main header. This hetad identified by the
string 'avih' which is consists of (four-charaatede). The header contains
global information for the entire AVI file, such &g number of streams
within the file and the width and height of the AS#8quence. The items of the
AVI main header are listed in the table (A-1) [MS8i

typedef struct {
DWORD dwMicroSecPerFrame;
DWORD dwMaxBytesPerSec;
DWORD dwResrvedl;
DWORD dwFlags;
DWORD dwTotalFrames;
DWORD dwiInitialFrames;
DWORD dwStreams;
DWORD dwSuggestedBufferSize;
DWORD dwWidth;
DWORD dwHeight;
DWORD dwReserved[4];

} MainAVIHeader;




Table (A.1) The contents of MainAVIHeader

dwM icroSecPer Frame

Specifies the time interval (in microseconds) betw&ames.

This value indicates the overall timing of the file

dwM axBytesPer Sec

Specifies the approximate maximum data rate ofikaeThis
value indicates the number of bytes per secondysiem must
handle to present an AVI sequence, as specifigtidgpther
parameters contained in the main header and stneader

chunks.

dwReservedl

Reserved. Set this to zero.

dwFlags

Contains the flags. The following flags may exists:
AVIF_HASINDEX: Indicates the AVI file has an 'idxthunk
containing an index at the end of the file. Fordyperformance,
all AVI files should contain an index.
AVIF_MUSTUSEINDEX: Indicates that the index, rattiban
the physical ordering of the chunks in the filegld be used to
determine the order of presentation of the dataekample, you
could use this to create a list of frames for aediti

AVIF _ISINTERLEAVED: Indicates the AVI file is intéeaved.
AVIF_WASCAPTUREFILE: Indicates the AVI file is a spially
allocated file used for capturing real-time vidépplications
should warn the user before writing over a filehithis flag set
because the user probably defragmented this file.
AVIF_COPYRIGHTED: Indicates the AVI file contains
copyrighted data and software. When this flag edusoftware
should not permit the data to be duplicated.

dwT otalFrames

Specifies the total number of frames of data infilee

dwlnitial Frames

Specifies the initial frame for interleaved fil€sr
Noninterleaved files it should set zero. Whileiftterleaved files
it should specifies the number of frames in the fitior to the

initial frame of the AVI sequence in this member.




Table (A.1) Continue

Specifies the number of streams in the file. Fameple, a file
dwStreams ) ] )
with audio and video has two streams.

Specifies the suggested buffer size for readindiline

Generally, this size should be large enough toainrihe larges
chunk in the file. If set to zero, or if it is t@mall, the playback
dwSuggestedBuffer Size|software will have to reallocate memory during plagk, which
will reduce performance. For an interleaved fiteg buffer size

should be large enough to read an entire recoinanjust a

chunk.
dwWidth Specifies the width of the AVI file in pixels.
dwHeight Specifies the height of the AVI file in pixels.
dwReserved[4] Reserved. Set this array to zero.

A.2 AVI Stream Headers

The main header is followed by one or more 'shilrkks. A 'strl' chunk
Is required for each data stream. These chunksicomformation about the
streams in the file. Each 'strl' chunk must contastream header and stream
format chunk. Stream header chunks are identifiedhle FOURCC (four-
character code) 'strh’, and the stream format chuark identified by the
FOURCC 'strf'. In addition to the stream header and stréarmat chunks,
the 'strl' chunk might also contain a stream-head¢a chunk and a stream
name chunk. Stream-header data chunks are identifieheFOURCC 'strd'.
Stream name chunks are identified by B@JRCC 'strn’. The stream header
structure contains header information for a simgfleam of a file, and it
specifies the type of data the stream containd) siscaudio or video, by
means of &FOURCC table (A.2) content information about of the stnea
header [Msdn98]:



typedef struct {

FOURCC fccType;
FOURCC fccHandler;
DWORD dwkFlags;
DWORD dwPriority;
DWORD dwiInitialFrames;
DWORD dwsScale;
DWORD dwRate;
DWORD dwsStart;
DWORD dwLength;
DWORD dwSuggestedBufferSize;
DWORD dwQuality;
DWORD dwSampleSize;
RECT rcFrame;

} AVIStreamHeader;

Table (A.2) the contents of the AVIStreamHeader

fccType

Contains &0OURCC that specifies the type of the data containethién t
stream. The following standard AVI values for videwd audio are defined:
'vids': Indicates the stream contains video dat@. Stream format chunk
contains a BITMAPINFO structure that can includéefia information.
‘auds’: Indicates the stream contains audio déta siream format chunk
contains a WAVEFORMATEX or PCMWAVEFORMAT structure.

'txts": Indicates the stream contains text data.

fccHandler

Optionally, contains &OURCC that identifies a specific data handler. Th
data handler is the preferred handler for the sirdsr audio and video

streams, this specifies the installable compresssdecompressor.




Table (A.2) Continue

dwFlags

Contains any flags for the data stream. The biteerhigherder worg
of these flags are specific to the type of datdaiaed in the stream.
The following standard flags are defined:

AVISF_DISABLED: Indicates that this stream shoulnt be enabled
by default.

AVISF_VIDEO_PALCHANGES: Indicates that this videtvesam
contains palette changes. This flag warns the plelysoftware that

will need to animate the palette.

dwPriority

Specifies priority of a stream type. For examptea ffile with
multiple audio streams, the one with the highessirppy might be the
default stream.

dwl nitial Frames

Specifies how far audio data is skewed ahead ofitteo frames in
interleaved files. Typically, this is about 0.7%asrds. If you are
creating interleaved files, specify the numberraffes in the file

prior to the initial frame of the AVI sequence ms member.

dwScale

Used withdwRate to specify the time scale that this stream wié.u
Dividing dwRate by dwScale gives the number of samples per
second. For video streams, this rate should b&dhee rate. For
audio streams, this rate should correspond tartie needed for
nBlockAlign bytes of audio, which for PCM audio simply redutee
the sample rate.

dwRate

SeedwScale.

dwStart

Specifies the starting time of the AVl file. Theitsnare defined by
thedwRate anddwScale members in the main file header. Usually
this is zero, but it can specify a delay time fa@tr@am that does not

start concurrently with the file.

dwL ength

Specifies the length of this stream. The unitsdefened by the

dwRate anddwScale members of the stream's header.

™




Table (A.2) Continue

dwSuggestedBuffer Size

Specifies how large a buffer should be used to te@dstream.
Typically, this contains a value correspondingn® targest chunk
present in the stream. Using the correct buffex makes playback

more efficient. Use zero if you do not know thereot buffer size.

dwQuality

Specifies an indicator of the quality of the datahe stream. Quali
is represented as a number between 0 and 10,006ofpressed
data, this typically represents the value of thalitwiparameter
passed to the compression software. If set to filerd use the

default quality value.

dwSampleSize

Specifies the size of a single sample of data. iBset to zero if the
samples can vary in size. If this number is nonziren multiple
samples of data can be grouped into a single chuthin the file. If
it is zero, each sample of data (such as a vigeod) must be in a
separate chunk. For video streams, this numbgpisdily zero,
although it can be nonzero if all video framesthgsame size. Fo
audio streams, this number should be the samesa®thck Align
member of the WAVEFORMATEX structure describing thalio.

rcFrame

Specifies the destination rectangle for a textide® stream within
the movie rectangle specified by tt\Width anddwHeight
members of the AVI main header structure. Ttferame member i
typically used in support of multiple video strear@st this
rectangle to the coordinates corresponding to the@erectangle tq
update the whole movie rectangle. Units for thigiher are pixels
The upper-left corner of the destination rectangielative to the

upper-left corner of the movie rectangle.

1%

The last eight members in table (A.2) describe thiayback

characteristics of the stream. These factors ircthd playback ratehvScale

and dwRate), the starting time of the sequenasv@art), the length of the



sequencedwLength), the size of the playback buffeiwSuggestedBuffer), an
indicator of the data qualityivQuality), and the sample sizédvwSampleSze).

Some of the members in the stream header struataralso present in
the main header structure. The data in the maidédreapplies to the whole

file, while the data in the stream header struciymalies only to a stream.

A stream format (‘strf') chunk must follow a strebeader ('strh’) chunk.
The stream format chunk describes the format ofdta in the stream. For
video streams, the information in this chunk ISIFMAPINFO structure
(including palette information if appropriate).

The 'strl' chunk might also contain an additionlk@am-header data
(‘strd") chunk. If used, this chunk follows theestm format chunk. The format
and the contents of this chunk are defined by liadl®e compression or
decompression drivers. Typically, drivers use thisformation for
configuration. Applications that read and write RIFles do not need to
decode this information. They transfer this dataama from a driver as a

memory block.

The optional 'strn' stream name chunk providesra-tegminated text
string describing the stream. The AVI file functsocan use this chunk to let

applications identify the streams they want to asd®y their names.

An AVI player associates the stream headers inLt&d 'hdrl" chunk
with the stream data in the LIST 'movi' chunk byngsthe order of the 'strl’
chunks. The first 'strl' chunk applies to stre@nthe second applies to stream
1, and so forth. For example, if the first 'stHuak describes the wave audio
data, the wave audio data is contained in streaBirfilarly, if the second

'strl' chunk describes video data, then the vidaa & contained in stream 1.



A.3 Stream Data (LIST 'movi' Chunk)

Following the header information is a LIST 'moviiunk that contains
chunks of the actual data in the streams (thathis,pictures and sounds
themselves). The data chunks can reside directliyarLIST 'movi' chunk or
they might be grouped into 'rec' chunks. The '‘geauping implies that the
grouped chunks should be read from disk all at ofibés is used only for
files specifically interleaved to play from CD-ROM.

Like any RIFF chunk, the data chunks contaiFQURCC (four-
character code) to identify the chunk type FAURCC is a 32-bit quantity
represented as a sequence of one to four ASCllaalpheric characters,
padded on the right with blank characters. FRRJRCC that identifies each
chunk consists of the stream number and a two-ctearaode that defines the
type of information encapsulated in the chunk. Erample, a waveform
chunk is identified by a two-character code of :wb'a waveform chunk
corresponded to the second LIST 'hdrl' stream gegam, it would have a
FOURCC of '01wb'.



Appendix B
BMP File Structure

B.1 BITMAPINFOHEADER Structure

The BITMAPINFOHEADER structure contains information for the video
stream of an AVI RIFF file. Table (B.1) describeethcontent of
BITMAPINFOHEADER structure [Msdn98]:

typedef struct tagBl TMAPINFOHEADER {
DWORD biSize;
LONG  biwidth;
LONG  biHeight;
WORD  biPlanes;
WORD  biBitCount;
DWORD biCompression;
DWORD biSizelmage;
LONG biXPelsPerMeter;
LONG biYPelsPerMeter;
DWORD biClrUsed;
DWORD biClrimportant;

} BITMAPINFOHEADER;




Table (B.1) The content of the BITMAPINFOHEADER

biSize Specifies the number of bytes required by the &irec
biWidth Specifies the width of the bitmap, in pixels.
Specifies the height of the bitmap, in pixelshilHeight is positive, the
. bitmap is a bottom-up DIB (device-independent bjtijrend its origin
iHei
J is the lower left corner. lhiHeight is negative, the bitmap is a top-
down DIB and its origin is the upper left corner.
_ Specifies the number of planes for the target gevitis value must B
biPlanes
set to 1.
- Specifies the number of bits per pixel. Some cosgom formats nee
biBitCount

this information to properly decode the colorshia pixel.

biCompression

Specifies the type of compression used or requeB@t existing and

new compression formats use this member.

Specifies the size, in bytes, of the image. Thistwaset to O for

biSizel mage )
uncompressed RGB bitmaps.
Specifies the horizontal resolution, in pixels pester, of the target
_ device for the bitmap. An application can use ttakie to select a
biXPelsPer M eter

bitmap from a resource group that best matcheshaeacteristics of

the current device.

biY PelsPer M eter

Specifies the vertical resolution, in pixels perteneof the target deviq

for the bitmap.

biClrUsed

Specifies the number of color indices in the ctédrie that are actuall
used by the bitmap. If this value is zero, the bpnuses the maximun
number of colors corresponding to the value oftiigt Count membe
for the compression mode specifiedddZompression.

biClrImportant

Specifies the number of color indices that are ictamed important for
displaying the bitmap. If this value is zero, alars are important.

e

=




When the value in theiBitCount member is set to greater than eight,
video drivers can assume bitmaps are true colortlaey do not use a color
table. While if the value in thieiBitCount member is set to less than or equal
to eight, video drivers can assume the bitmap aspalette or color table
defined in theBITMAPINFO data structure. This data structure has the

following members:

typedef struct tagBI TMAPINFO {
BITMAPINFOHEADER bmiHeader;
RGBQUAD bmiColors;
} BITMAPINFO;

The (BITMAPINFOHEADER), member specifies a
BITMAPINFOHEADER structure. The (BITMAPINFO) membespecifies
an array of RGBQUAD data types that define the il the bitmap.
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Chapter Five

Conclusions and Suggestions

5.1 Conclusions

Form the test results; conducted to investigateérrmance of the

proposed system the following remarks were derived:

1. The three designed algorithms for shot boundaregsation can
exactly detect the boundaries of the shots fothaltested video,
which have thequt) boundary type, and it failed in detecting other
types of shot boundaries types (like fade, dissolipe).

2. The results of blocks classification algorithm wate that the
number of static and dynamic blocks belong to deame in the
video are different from one frame to another dejp®mn on the
changes in the pixels data between the currenteframad the next

frame in the video.

3. The features analysis results indicate that theease in the
number of video frames belong to the video sequeeetracted
from the any shot) will improve the recognitioniei#ncy of the

adopted features.

4. The results of the power discrimination analysidicate that all
the statistical and textural features (except theeMtracted from
the static blocks have a higher discrimination rétan the

corresponding features extracted from the dynaroickis.



5. The results of the power discrimination analyssoahdicate that
the features (contrast2 and the energy of the diotat gradient)
have the highest rate of discrimination whetheisitalone or

combined with other features.

6. The results of the power discrimination analyssoahdicate that
the combinations of the features (mean, standavéhti@n, mean
absolute deviation, contrast2 and the energy of hbezontal
gradient) have the highest rate of discriminatidmant the

combinations of other features.

7. The K-mean clustering algorithm had classified the shots 98%
success when classify it into five clusters, beean®st of the
extracted sequences from each shot were classisiedmember in

the same shot.
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5.2 Suggestions

During the development of the proposed system nsamgygestions
brought in mined to increase the system efficienagong these

suggestions are following:
1. Enhance the shot boundaries detection criteriactecdpable to
detect the different type of shot boundaries.

2. Using other textural (like run-length based feaslireand

statistical features (like co-occurrence basedifeas).

3. Extracts other features from the video's framdse (motion,

shape).

4. Using neural network approach to improve the video

discrimination capability.

5. Study the effect of various video compression tegnes (like

MPEG) on the classification of the video.
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Chapter Four

Experimental Results

4.1 Introduction

This chapter is dedicating to displaying the resolt the calculated
tests to study the efficiency of the adopted imbagagures to classify the
video data. The results presented in this chapterfa the following
system steps:

1. The classification of static and dynamic blocks$h& videos image.

2. The shots boundaries detection by using of theethietection
algorithms mentioned in chapter three.

3. Statistical and textural extraction. For both staind dynamic blocks
and for the three color components (Red, Blue, Gree

4. Feature analysis for video sequences.

5. Determined power discrimination for the features.

6. The k-mean clustering algorithm results.

4.2 Video Test Samples

As test materials eleven video samples have bekeredt Figure (4.1)
present some frames extracted from the eleven velroples. As a
prototype the results of video No.6 are given itaden this chapter. The
obtained results for other video sequences indisiatdar behavior to the

presented prototype results.
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Figure (4.1) Video Test Samples
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Figure (4.1) Continue

4.3 The Results of Shot Boundaries Detection

Three algorithms have been applied to detect thesdfoundaries, the
video samples may have different types of shot Hatas like fade,
dissolve, wipe and cut), and so many video sequences have been tested by
using these three algorithms in order to detecshiwds boundaries which is
exist in these video sequences, and the test saaditate that these three
algorithms can only detect theuf) boundary type, so the eleven video
samples that have been utilized as a test matesi@sall have dut)
boundary type.

The results of the three considered algorithms shthat the sixth
video samples consists three shots, the first chwtains (147) frames the
second contains (24) frames the third contains (2#pes. Table (4.1)
represents the results of applying the first desactmethod of the shot
boundaries which is based on the means of the atlesdifference between
the color components of the frames, see algoritBr).(Tables (4.2-4)
show the detection results of applying the secoathod which is based on
using the three overall means of the three diffese(Absolute, square,
cubic) the difference is between the mean of twecsssive frames, see

algorithm (3.3) Tables (4.5-8) show the detection results of apglyhe
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third method which is based on using the threealvareans of the three
differences (absolute, square, cubic) the diffeeasdetween the mean of
two successive frames (the mean is computed foendiffierence between

two neighbor pixels in the same frame), see algori{3.4).

Table (4.1) The mean of the difference betweerirtimaes
color components (red, blue, green)

Mean of Differencethe
Frame No. frames colors (Red,
Blue, Green)

1 625.83
147 75.32
148 467.29
170 70.19
171 307.20
191 77.76

S -

% Shotl ' Shot2

5000

M ean of Differ ence
S
8

0 20 40 60 80 100 120 140 160 180
Frame No.

Figure (4.2) Shots detection using the mean otlifierence between the frames color
components (red, blue, green)
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Table (4.2) The results of using the criteria @& #bsolute
differences between the mean of two successiveck

Absolute difference

Frame

Red Blue Green
No.
1 |0.761156 | 0.326468 | 0.208116
147 | 0.594648 | 0.263563 | 0.435971
148 | 57.18723 | 70.56349 | 69.16737
170 | 0.152896 | 0.147165 | 0.110766
171 | 13.00987 | 33.3122 | 31.44362
191 | 0515566 | 0.573765 | 0.51379

g i g g |

Absolute differ ence
w
o

O A A o oaa PPN
T T f ' T T T T T

0 20 40 60 80 100 120 140 160 180

Frame No.

Figure (4.3) Shot detection using the criteriahaf absolute differences between the
mean of two successive frames
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Table (4.3) the results of the using the critefithe
square differences between the mean of two
successive frames

Squar e difference
Frame
Red Blue Green
No.

il 0.579 0.107 0.043
147 0.354 0.069 0.190
148 70.380 | 79.206 80.125
170 0.023 0.022 0.012
171 | 98.257 | 89.703 | 88.701
191 0.266 0.329 0.264

Squar e Difference

L

h hll all, nlll
0 20 40 60 80

100 120 140 160 180

Frame No.

Figure (4.4) Shots detection using the criterithefsquare differences between the
mean of two successive frames
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Table (4.4) the results of using the criteria & th
cubic differences between the mean of two
successive frames

Cubic difference

Frame
Red Blue Green
No.
il 0.441 0.035 0.009

147 0.210 0.018 0.083

148 | 123.968 | 150.108 | 195.306

170 0.004 0.003 0.001

171 | 142.010 | 165.651 | 185.334

191 0.137 0.189 0.136

' Sholl | Shotz
1000000 ! L
, 10000 1!
U 1
e |
o |
& 100
5 :
'_Lg) 1 - HAllnl nlll : : ”lI AI :
o 0 20 40 60 80 100 120 140 160 180

Frame No.

Figure (4.5) Shots detection using the criterighefcubic differences between the mean
of two successive frames
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Table (4.5) the results of using the criteria @& #bsolute
differences between the mean of the difference éetvtwo
neighbored pixels in the frame

Absolute difference

Frame
No.

Red Blue Green

1 0.0512 0.0703 0.0294

147 | 0.0044 | 0.0152 | 0.0103

148 | 0.3711 0.7790 0.4704

170 | 0.1793 | 0.1478 0.1847

171 | 24127 | 2.1383 | 2.4521

191 | 0.0372 | 0.0261 | 0.0061

Absolute differ ence

O T T I T 1 I T T 1
0 20 40 60 80 100 120 140 160 180

Frame No.

Figure (4.6) Shots detection using the criterithefabsolute differences between the
mean of the difference between two neighbored pixethe frame
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Table (4.6) the results of using the criteria & fguare
differences between the mean of the difference &etw

two neighbored pixels in the frame

Square difference

Frame

Red Blue Green
No.
1 10.002624 | 0.004938 | 0.000866
147 1 0.000020 | 0.000231 | 0.000106
148 | 0.622115| 0.606830 | 0.221279
170 | 0.032161 | 0.021853 | 0.034132
171 | 5821236 | 4.572216 | 6.012942
191 | 0.001385| 0.000682 | 0.000038

Squar e Difference

100 120 140 160 180

Frame No.

Figure (4.7) Shots detection using the criterithefsquare differences between the
mean of the difference between two neighbored pixethe frame
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Table (4.7) the results of using the criteria & tubic
differences between the mean of the difference &atw

two neighbored pixels in the frame

Cubic difference
Frame
Red Blue Green

No.

1 0.0001344 | 0.0003470 | 0.0000255
147 | 0.0000088 | 0.0000035 | 0.0000011
148 | 0.3305963 | 0.4727166 | 0.1040903
170 | 0.0057675 | 0.0032304 | 0.0063058
171 | 14.0450334 | 9.7766510 | 14.7445177
191 | 0.0019900 | 0.0015506 | 0.0016176

0.1 4

I Jm‘ IM\m |

T T T

100 120 140 160 180

TITE TR
0 20 40 60 80

0.01 41

Cubic Difference

Frame No.

Figure (4.8) Shots detection using the criterighefcubic differences between the mean
of the difference between two neighbored pixelhaframe
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4.4 The Results of Static and Dynamic Classification
Table (4.8) shows the results of the block clasation for three colors
(red, blue, green) for ten frames as a prototypen fihe sixth video sample,

the value threshold was taken equal to 5 and thekldize was (4x4).

Table (4.8) the results for the mean of the nunab¢ine
static and dynamic blocl

Frame Mean of the Mean of the

No. Static Blocks Dynamic Blocks
1 0.4410 0.5590
2 0.4607 0.5393
3 0.4635 0.5365
4 0.9598 0.0402
5 0.4253 0.5747
6 0.5207 0.4793
7 0.4932 0.5068
8 0.5319 0.4681
9 0.9929 0.0071
10 0.5311 0.4689

15
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Figure (4.10) The mean of the number of the statat dynamic blocks



Chapter Four: Experimental Results

83

4.5 The Results of Features Extraction

Two types of features have been extracted from video shots

(textural, color) the color features calculatednfothe color histogram

which is calculated for three colors componentsd(R&ue, Green) from

both static and dynamic blocks the following figsidisplay the histogram

behavior for the three colors components and faticstand dynamic

blocks.
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Figure (4.11) The ten histograms for the red
component of the static blocks belong to the

selected ten frames.
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Figure (4.13) The ten histograms for the green
component of the static blocks belong to the

selected ten frames.
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Figure (4.15) The ten histograms for the blue
component of the dynamic blocks belong to the

selected ten frames.
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Figure (4.12) The ten histograms for the
blue component of the static blocks

belong to the selected ten frames.
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Figure (4.14) The ten histograms for the red
component of the dynamic blocks belong to the

selected ten frames.
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Figure (4.16) The ten histograms for the red
component of the dynamic blocks belong to

the selected ten frames.
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First adopted type of features is the color featwich are (mean,
standard deviation, mean absolute deviation, skes)rtbeses features are
extracted form both static and dynamic blocks awdnfthe three colors
components (red, blue, green) figures (4.17, 19, ZB) represent the
results of these adopted features extracted frenstéitic blocks and figures
(4.18, 20, 22, 24) represent the results of thees@atures extracted from
the dynamic blocks. The results are taken form dix¢h video sample

which contain three shots.
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Figure (4.17) The result for mean of color histogra
extracted from the static blocks for three colamponent
(red. blue. aree..
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Figure (4.18) The result for mean of color histogra
extracted from the dynamic blocks for three color
component (red, blue, green).
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Std of the color
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Figure (4.19) The results of the standard deviabioine
color histogram extracted from the static blockstiwee
color component (red, blue, green).
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Figure (4.20) The results of the standard deviabiothe
color histogram extracted from the dynamic bloaks f
three color component (red, blue, green).
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The Mad of the color
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Figure (4.21) The results of mean absolute dewiatiche
color histogram extracted from the static blockstiwee

color component (red, blue, green).

The Mad of the color

100
80
60
40

histogram

20
0

— Red
—— Blue
—— Green

0 20 40 60 80 100120 140160 180

Frame No.

Figure (4.22) The results of mean absolute dewiatiche
color histogram extracted from the dynamic bloaks f
three color component (red, blue, green).
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Figure (4.23) The results of skweness of the color
histogram extracted from the static blocks for ¢hcelor
component (red, blue, green).

S _

§ 120

o 100 -

= E

S S 80 — Red

a8 60 — Blue

AT

$ = 40 — Green

k-

< 20 -

é) O I I I I I I I I I

0 20 40 60 80 100120140 160180
Frame No.

Figure (4.24) The results of skweness of the doisiogram
extracted from the dynamic blocks for three colmmponent
(red, blue, green).
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Second adopted type of features is the texturélifes which are (the
average energy of three gradient (horizontal, @atidiagonal), contrastl,
contrast2, modification on fractal dimension(H))esbs features are
extracted form both static and dynamic blocks awdnfthe three colors
components (red, blue, green) figures (4.25, 27,329 33, 35) represent
the results of these adopted features extracted the static blocks and
figures (4.26, 28, 30, 32, 34, 36) represent tisalte of the same features
extracted from the dynamic blocks . The resultstaken form the sixth

video sample which contain three shots.
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Figure (4.25) The results of energy of the horiabnt
gradient extracted from the static blocks for threler
component (red, blue, green).
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Figure (4.26) The results of energy of the horiabnt
gradient extracted from the dynamic blocks for ¢hrelor
component (red, blue, green).
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The energy of the vertical
gradient
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Figure (4.27) The results of energy of the vertgraldient
extracted from the static blocks for three colamponent

(red, blue, green).
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Figure (4.28) The results of energy of the vertgraldient
extracted from the dynamic blocks for three color

component (red, blue, green).
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Figure (4.29) The results of energy of the diagonal
gradient extracted from the static blocks for threl®r
component (red, blue, green).
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Figure (4.30) The results of energy of the diagonal
gradient extracted from the dynamic blocks for ¢hrelor

component (red, blue, green).
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Figure (4.31) The results of contrastl extracted
from the static blocks for three color component
(red, blue, green).
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Figure (4.32) The results of contrastl extracted
from the dynamic blocks for three color

component (red, blue, green).
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The Contrast2 value
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Figure (4.33) The results of contrast2 extracted
from the static blocks for three color component
(red, blue, green).
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Figure (4.34) The results of contrast2 extracted
from the dynamic blocks for three color
component (red, blue, green).
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The modified fractal

dimension (H)
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Figure (4.35) The results of modified fractal
dimension (H) extracted from the static blocks for
three color component (red, blue, green).
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Figure (4.36) The results of modified fractal diraem
(H) extracted from the dynamic blocks for threeocol
component (red, blue, green).
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4.6 The Results of Feature Analysis

The above ten features have been calculatedIftreaframes belong
to each shot in the eleven tested videos, for shoh in the tested videos
the mean of these ten features were determined,tédmevideo sequences
have been taken from each shot and the same téurdsahave been
extracted from each video sequence, the numberawoifes belongs to each
sequence is depending on how many frames in thte sho

A set of tests were conducted to study the efféth® number of the
video frames (used to represent each video shat)e@necognition results
indicate the increase in the number of frames iwifirove the recognition
efficiency of the adopted features, so each vidgwd consist of less than
45 frame is neglected, for this reason in the suitleo sample only first
shot was taken because the two other shots hawalaraumber of frames.
Table (4.9) show the results of Ten values as totyee the values is for
the mean of the adopted ten features calculatethfee randomly selected

sequences belong to the first shot.

4.7 The Results of Power Discrimination

Tables (4.10-14) display the rate of the recognisaccess and frailer
of the adopted ten features. As seen from the ptedeesults the first
ninth features (mean, standard deviation, skewnessan absolute
deviation, energy of gradient, contrastl, conthast®ow high successful
rates than other features; all the obtained resefiés to indicate that all the
static features except thanddified fractal dimension) have higher

successful recognition rate than the dynamic featur
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Table (4.9) The mean for the ten adopted featuakesiiated for three randomly
selected sequences that belong to shot No.1 (fnersixth video sample).

Dynamic Static
Features Red Blue Green Red Blue Green
Mean 120.20871| 192.20363 168.30032| 113.02430 155.67870 142.72464
Std 83.97413| 95.22082 94.08603 70.98245 77.88278 78135
Mad 72.56188| 88.85220 85.85184 59.41537 66.96887 6678"8;!
Skewness | 91 43575| 99.40249 99.26940 79.98340  87.86890 8384:59?
H-Energy | 151100 | 0.83060| 1.02048  0.21805  0.09710 o.1146§
V-Energy | 223824 | 1.80894| 1.91750  0.24298  0.10861  0.137 8@7
D-Energy | 102420 | 0.61878| 058675 0.92054 0.70582  0.57362
Contrast-1 | 0.18613 | 0.09885| 0.12164  0.04489  0.02295  0.023%93
Contrast-2 | 040323 | 0.35704| 0.37254  0.29327  0.29230  0.33916
H 0.00191 | 0.00134| 0.00210  0.00150  0.00014  0.00017
Mean 136.70397| 195.24983 171.67958 171.09918 187.10038| 125.78592
Std 83.94187| 93.2512Q 95.17006 71.5714 82.98902 886471
Mad 72.88498| 87.13978 86.56016 60.13697 72.96849 747006
Skewness | 91 29477| 98.3349] 100.8111280.22058| 92.22312 91.31607§
H-Energy | 158371 | 1.00762| 1.10951  0.21605  0.08205  0.09: 7%
V-Energy | 191067 | 1.58760| 1.63680  0.19290  0.11702  0.1322&
D-Energy | 1.09999 | 1.31977| 0.85354  0.62953  0.62509  0.42] 3%
Contrast-1 | 019413 | 0.11010| 0.13499  0.04516  0.02105  0.023 65’)
Contrast-2 | 037167 | 0.27818| 0.32410  0.33553  0.27785  0.28%34
H 0.00247 | 0.00275| 0.00291  0.00225  0.00012  0.00027
Mean 137.82109 198.45694 182.62041| 111.25058 164.79339 138.60219
Std 86.40482| 97.26434 99.64530 61.12988 75.35820 707240
Mad 74.64823| 89.76535 89.69606 49.26038 63.58846 533184
Skewness | 94.01401| 103.78550106.13080| 71.10556| 83.79155 80.55727023
H-Energy | 240583 | 1.45500| 1.73911  0.41121  0.10847  0.1668%
V-Energy | 173967 | 1.22726| 1.41940  0.32033  0.20081  0.211 4%
D-Energy | 119700 | 1.31719| 0.88988  1.11768  0.60789  0.66¢ 2%
Contrast-1 | 0.20483 | 0.13836| 0.16873  0.05963  0.02261  0.03] 521”
Contrast-2 | 044230 | 0.60149| 0.55002 0.27065  0.21481  0.24116
H 0.00278 | 0.00196| 0.00220  0.00277  0.00017  0.00Q44
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Table (4.10) The best five values of the discrirmiorapower of
each feature alone.

Eeature No. Successful Failure
Rate % Rate %

9 64.79 35.21

5 51.04 48.96

1 49.38 50.62

3 47.08 52.92

2 43.75 56.25

Table (4.21) The best discrimination power valu€é80) of the
combination of two features.

Successful | Failure
Feature No.

Rate % Rate %

5 9 85.83 14.17
2 7 83.54 16.46
8 9 82.08 17.92
6 9 81.67 18.33
3 7 81.25 18.75
1 9 81.04 18.96
3 5 80.83 19.17
1 5 80.00 20.00
3 9 80.00 20.00

Table (4.12) The best discrimination power valu€é91) of the
combination of three features.

Successful | Failure

Feature No.
Rate % Rate %
3 5 9 94.79 5.21
2 5 9 93.13 6.87
5 6 9 92.92 7.08
3 7 9 92.50 7.50
5 8 9 92.50 7.50
1 5 6 91.88 8.12
1 6 9 91.46 8.54
2 7 9 91.46 8.54
1 5 9 91.04 8.96
1 7 9 91.04 8.96
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Table (4.13) The best discrimination power valx€s%44)
of the combination of four features.

FeatureNo. | Pcer’ | Retesk
3/ 5| 8| 9| 904 3.96
3| 5| 79| o958 417
1|6|7|9| 94 458
1|5 |7|9]| 92 4.79
3/ 5|69 92 4.79
2|/ 5| 89| 9500 5.00
5/ 6| 8| 9| 9500 5.00
3| 7|89 | 9479 5.21
15|67 | 917 5.83
15| 8|9 | 917 5.83
1| 7|8 9| 9417 5.83

Table (4.14) The best discrimination power value€$%5)
of the combination of five features.

Feature No. S‘F’{ﬁfos/g“' ;th';g/‘:
1|3 |5 8|9| o904 3.96
2/ 3|5 8|9 | 9.04 3.96
1/ 3|5 |7 |9| 9583 417
2/3|5| 7|9 983 417
1/ 3|56 | 9| 9521 4.79
2/3|5|6|9| 9521 4.79
1| 2|5 8|9 9500 5.00
1/ 5|6 |8 |9| 9500 5.00
2/ 5|6 |8|9 | 9500 5.00
3/ 5|6|8|9| 9500 5.00
4)5|6|8|9| 9500 5.00




Chapter Four: Experimental Results 98

4.8 The Results of K-Means Algorithm

Table (4.15) present the results of applying K-nseafustering
method, the k-mean method used the features thataghigh recognition
success rate, these features are the first nirtarésafor the three color
components (red, blue, green) in the features véct, mean, standard
deviation, skewness, mean absolute deviation, gnerfy gradient,
contrastl, contrast2), they are the features ertlaficom the static blocks
except the (modified fractal dimension), the numbértraining video
sequences is 490 patterns (i.e. ten sequenceswatemly selected from
each of the 49 segmented shots, which are in tatimeged from the eleven
tested video samples).

The number of clusters that used in the K-meanerihgn is five
clusters, because the shots in the considered vs#soples can be
categorized into five types, depending on the egrside the shots.

The results given in table (4.15) shows that mbéshe ten sequences
that belong to certain shot were clustered withme cluster, except the
sequences belong to shots (6, 12, 41, 43, 44) w&(e of the sequences
belong to each of these shots have been clusterthe same cluster.

Table (4.16) shows the classification results whiee number of
clusters was taken four. It is obvious that théufaiin classification rate

was increase.
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Table (4.15) The results of K-means algorithm fee tlusters.

Shot No Class Class Class Class Class
’ No. 1 No. 2 No. 3 No. 4 No.5
1 0 0 0 100% 0
2 100% 0 0 0 0
3 100% 0 0 0 0
4 100% 0 0 0 0
5 0 0 100% 0 0
6 20% 0 0 80% 0
7 100% 0 0 0 0
8 100% 0 0 0 0
9 100% 0 0 0 0
10 100% 0 0 0 0
1 0 0 100% 0 0
1 10% 0 0 90% 0
13 0 0 100% 0 0
14 0 0 0 100% 0
15 0 0 100% 0 0
16 0 0 100% 0 0
17 0 0 100% 0 0
18 0 0 100% 0 0
19 100% 0 0 0 0
20 0 0 100% 0 0
21 0 0 100% 0 0
22 0 0 100% 0 0
23 0 0 100% 0 0
24 0 0 100% 0 0
25 100% 0 0 0 0
26 0 0 0 100% 0
27 0 100% 0 0 0
28 100% 0 0 0 0
29 100% 0 0 0 0
30 100% 0 0 0 0
31 100% 0 0 0 0
32 100% 0 0 0 0
3 0 100% 0 0 0
34 0 100% 0 0 0
35 0 100% 0 0 0
36 0 100% 0 0 0
37 0 0 100% 0 0
38 0 0 0 0 100%
39 0 0 100% 0 0
40 0 0 0 100% 0
41 20% 0 0 80% 0
42 0 0 0 0 100%
43 20% 0 80% 0 0
4 30% 0 70% 0 0
45 0 0 100% 0 0
46 0 0 100% 0 0
47 0 0 0 100% 0
48 0 0 0 0 100%
49 0 0 0 100% 0
Overall 98% 100% 99% 99% 100%

successful
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Table (4.16) The results of K-means algorithm tarrfclusters.

Class Class Class Class
Shot No.
No. 1 No. 2 No. 3 No. 4
1 100% 0 0 0
2 0 100% 0 0
3 0 100% 0 0
4 0 100% 0 0
5 0 0 0 100%
6 50% 50% 0 0
7 0 100% 0 0
8 0 100% 0 0
9 0 100% 0 0
10 0 100% 0 0
11 0 0 0 100%
12 70% 30% 0 0
13 0 0 0 100%
14 100% 0 0 0
15 0 0 0 100%
16 0 0 0 100%
17 0 0 0 100%
18 0 0 0 100%
19 0 100% 0 0
20 0 0 0 100%
21 0 0 0 100%
22 0 0 0 100%
23 0 0 0 100%
24 0 0 0 100%
25 0 100% 0 0
26 100% 0 0 0
27 0 0 100% 0
28 0 100% 0 0
29 0 100% 0 0
30 0 100% 0 0
31 0 100% 0 0
32 0 100% 0 0
33 0 0 100% 0
34 0 0 100% 0
35 0 0 100% 0
36 0 0 100% 0
37 0 0 0 100%
38 100% 0 0 0
39 0 0 0 100%
40 100% 0 0 0
41 80% 20% 0 0
42 40% 0 0 60%
43 0 20% 0 80%
44 0 30% 0 70%
0 0 0 100%
46 0 0 0 100%
47 100% 0 0 0
48 80% 0 0 20%
49 100% 0 0 0
O 96% 97% 100% 97%
successful




Chapter One

General Introduction

1.1 Data Mining

Substantial progress in the field of data miningeegch has been
witnessed in the last few years [Han98]. The Dataing DM (sometimes
called data or knowledge discovery) is the proassanalyzing data from
different perspectives and summarizing it into ubahformation. Data
mining software is one of a number of analyticallsofor analyzing data. It
allows users to analyze data from many differemheatfisions or angles,
categorize it, and summarize the identified refetops. Technically, data
mining is the process of finding correlations ott@ans among dozens of
fields in large relational databases.

Data might be one of the most valuable assets of gorporation, but
only if you know how to reveal valuable knowledgdden in raw data. Data
mining allows you to extract diamonds of knowledgam your historical
data and predict outcomes of future situationsullthelp you optimize your
business decisions, increase the value of eaclbroestand communication,
and improve satisfaction of customer with your ssrs[Data05].

Data mining software analyzes relationships andeps in stored
transaction data based on open-ended user queeestal types of analytical

software are available: statistical, machine leagnand neural networks.
Generally, four types of relationships are soyyg¥itatO1]:

1. Classes Stored data is used to locate data in predetechgnoups. For

example, a restaurant chain could mine customechpse data to
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determine when customers visit the restaurant analt whey typically
order? This information could be used to increas#i¢ by having daily

specials.

2. Clusters: Data items are grouped according to logical m@tehips or
consumer preferences. For example, data can ba&mndentify market

segments or consumer affinities.

3. Associations Data can be mined to identify associations. Tkerb

diaper example is an example of associative mining.

4. Sequential patterns Data is mined to anticipate behavior patterns and
trends. For example, an outdoor equipment retaiterd predict the
likelihood of a backpack being purchased based onomsumer's
purchase of sleeping bags and hiking shoes.

Data mining consists of five major elements [Wht01

1. Extract, transform, and load transaction data onto the data warehouse
system.

2. Sore and manage the data in a multidimensional database system.

3. Provide data access to business analysts and information technology
professionals.

4. Analyzethe data by data mining software.

5. Present the data in a useful format, such as a graph or table

1.2 Growth of Data Mining

During the last years the data mining issues haea lpapidly developed,

the reasons behind this development are [Data05]:
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1. Growing Data Volume: The main reason for necessity of automated
computer systems for intelligent data analysi®iésenormous volume of
existing and newly appearing data that requiregssinig. The amount of
data accumulated each day by various businessntiicie and
governmental organizations around the world is tlagnAccording to
information from GTE research center, only scientkganizations store
each day about 1 TB (terabyte) of new informatiand it is well known
that academic world is by far not the leading sigopdf new data. It
becomes impossible for human analysts to cope suth overwhelming

amounts of data.

2. Low Cost of Machine Learning One additional benefit of using
automated data mining systems is that this prdtass much lower cost
than hiring an army of highly trained professios#dtisticians. While
data mining does not eliminate human participatrosolving the task
completely, it significantly simplifies the job armdlows an analyst who
IS not professional in statistics and programmimgnanage the process

of extracting knowledge from data

1.3 Multimedia Data Mining

Multimedia data mining is a subfield of data minithgt deals with the
extraction of implicit knowledge, multimedia relatiship, or other patterns
not explicitly stored in multimedia data base [H&h9

Multimedia data (image, audio and video) has kkeermajor focus for
many researchers around the world. Many technidqoesrepresenting,
storing, indexing and retrieving multimedia datavdabeen proposed
[Zaia00].

The computer industry has seen a large growth ¢chnt@logy access,

storage and processing fields. This combined vhighfact that there are a lot
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of data to be processed, and they paved the wantilyzing and mining data
to derive potentially useful information. Variouselfls ranging from
commercial to military want to analyze data in #fiteent and fast manner.
Particularly in the area of Multimedia data, imagese the stronghold.
However there is a general agreement that sufticcets are not available for
analysis of images. One of the issues is the effeadentification of features
in the images (color, shape and texture) and theraine is extracting them.
One of the difficult tasks is how to know the imad@main and obtaining a
priori knowledge of what information is requirean the image. This is one
of the reasons behind making the image mining @®cannot be completely

automated [FoscO1].

1.4 Literature Survey

Several researches in the multimedia data minielgl fnrad been done;

the following are some of these research:

1. Zaiane, et al [Zaia9§ they had designed and developed a multimedia
data mining system prototype called (multimediaminghe system
include the construction of multimedia data cubeicWwhfacilitated
multiple dimensional analysis of multimedia dake system is primarily
based on the visual content, and the mined of pialtkinds of
knowledge, including summarization, comparison, ssilécation,

association and clustering.

2. Zaiane, et al [Zaia99] they had designed and implemented
MultiMediaMiner, a system prototype to mine highdé multimedia
information and knowledge from large multimediaasitories like the
WWW. WordNet, a semantic network for English, wasdito clean and

transform sets of keywords extracted from Web patgesindex
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multimedia objects contained in these pages. Wardhds also enriched
and used to generate concept hierarchies nece$sarnteractive
information retrieval and the construction of muimensional data

cubes for multimedia data mining with MultiMediaMin

3. Zaiane, et al [Zaia00]they studied methods that mined content-based
associations with recurrent items and with spatetionships that
extracted from large visual data repositories. Agpessive resolution
refinement approach is proposed in which frequarthisets at rough
resolution levels are mined, and progressivelyrfragolutions are mined
only on the candidate frequent item-sets derivesnfimining rough

resolution levels.

4. Foschi, et al [FoscO1lthey proposed system that extracted patterns and
derived knowledge from large collections of imagésalt mainly with
identification and extraction of unique features f@articular domain.
The aim was to identify the best features and theextract relevant
information from the images. They tried various neels of extraction;
the extracted features and the used extractionniggbs have been
evaluated. The experimental results showed thaadlopted features are
sufficient to identify the patterns of the imag&se extracted features

were evaluated for goodness and tested on testgksn

5. Zhang, et al[Zhan01] they had presented a research that highlighted the
need for image mining in view of the rapidly grogiamounts of image
data, they pointed out the unique characteristigemage databases that
brought a whole new set of challenging and intergstesearch issues to
be resolved. Also they examined two frameworks ifobage mining:

function-driven and information-driven image minifrgmeworks. They
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discussed some techniques that are frequentlyingbe early works in
image mining, namely, object recognition, imageriegal, image
indexing, image classification and clustering, as#on rule mining and

neural network.

6. Oh and Bandi [Band02]they proposed general framework for real time
video data mining to be applied to the raw viddde (Traffic videos,
surveillance videos, etc.). The system was desigiwegerform the
following tasks, grouping of input frames into sesgits, discovering
unknown knowledge and detecting interesting pastgiiike motion,
object, colors, etc.), the researchers focused atiomas a feature and
the last task was the clustering of segments usuig-level hierarchical

clustering approach.

7. Datcu and Seidel [Datc02] they presented a system for image
information mining based on modeling the causaljthich link the
image-signal contents to the objects and structasewithin the regions
of interest for the user3he basic idea was to split the process of
information representation into the stages: imagature extraction,
unsupervised grouping in a large number of clusiasa reduction by
parametric modeling the clusters, and supervisednieg of user
semantics. (Where instead of being programmedsytsiem is trained by
a set of examples). The proposed system was atypetb for inclusion
in a new generation of intelligent satellite groseyment systems, and

several other applications.

8. Ciucu, et al [Ciuc02]they described an application of a scale space
clustering algorithm (melting) for exploration ofmage information

content. Clustering by melting considers the featspace as a thermo
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dynamical ensemble and groups the data by minigpitie free energy,
using the temperature as a scale parameter. Theyoged clustering by
melting for multidimensional data; they proposed! atemonstrated a

solution for the initialization of the algorithm.

9. Oh, et al [Band03]they extended their previous wofBand02], to
further address the issue such as how to mine \ddém in other words
how to extract previously unknown knowledge andedeinteresting
patterns. To extract motions, they used a critdsesed on the
accumulation of quantized pixel differences amolhdrames in a video
segment. They studied how to cluster those segmhgnézes by using
the features: the amount and the location of metioAlso they
investigated an algorithm to find whether a segmeaé normal or
abnormal events and computés degree of abnormality of a segment,
which represents to what extent a segment is diftam to the existing

segments.

10.Zhu and Wu [ZhuO4] they proposed an association-based video

summarization scheme that mined sequential asswwatrom video
data for summary creation. The detected shots ef wideo were
clustered into visually distinct groups, and thenstructed a sequential
sequence by integrating the temporal order andeslingpe of each shot.
An association mining scheme is designed to minquesatially
associated clusters from the sequence, and thesierd are selected as
summary candidates. The system generated the pongdisig summary
by selecting representative frames from candidatsters and assembled

them according to their original temporal order.
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1.5 Aim of Thesis

The aim of this project is summarized by the follogvtargets:

1. Partition the video data into static and dynammchk$ according to the
level of variability of the pixels belong to eaclotk (across the video
seqguences).

2. Segment the video into shots (collection of framasd find the
boundaries of each shot.

3. Extract two types of features textural and col@atdees form the static
and dynamic blocks.

4. Study the discrimination power of the extractedtdess (textural and
color) to recognize video sequences from each other

5. Utilize the k-mean clustering method to classifg thdeo sequences.

6. establish the program required to perform the Yoy tasks:

a. Find the shots boundaries of the video.

. Segment each frame to static and dynamic blocks.

b

c. Extract the features.

d. Analysis the discrimination power of the adopteatfiees set.
e

. Apply the K-Mean algorithm to classify the videasences.

1.6 Chapters overview
In this section, the contents of the individuahpters of this thesis are

briefly reviewed:

1. Chapter two "Theoretical Background" consists btre# methodology
deals with the video classification, details ofté@as extraction (color

and textural features) and the clustering of tliew@isequences.
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2. Chapter three "The Proposed System" presents th@ogped system
design steps, Like the detection of shots bounslatiee extraction of
the features (color and textural) from the videanfes, the finding of
the power discrimination for these features andube of the K-mean

clustering algorithm to cluster the video sequences

3. Chapter four "Experimental Results" this chaptersptity the

experimental results of the work.

4. Chapter five "Conclusion and Future Work" introdube conclusion
of the experimental results of this work with scmeammendation for

the future work.



Chapter Three

Proposed System

3.1 Introduction

This chapter is concerned with the description loé tesigned and
implemented video classification system. The desom will include the
following stages of the proposed system:

decomposition of the colors of each frame in thdewi detection of the
scenes changes (shots), classify the blocks ofrémes into dynamic and
static, then extract the features from the shotsAWf file, analyze the
extracted features and find the discrimination pos¥each extracted features
and as a last step apply the K-Means algorithm stabéish the video
classification system.

The programming language Microsoft Visual Basic-Baél been used to

establish the required programs of this project.

3.2 The System Model

Figure (3.1) illustrates the phases of the propasgeb. As it's shown in
the figure, the system model consists of three gihas
The first phase contains the load of the videeasir and decompose the
colors component of each frame into three colomsd(R5reen, Blue) then
detect the shots boundaries, the last step isifgiagsthe blocks of the frames
into static and dynamic blocks; the output fronstphhase are the dynamic
and the static blocks for the three colors (Re@e@y Blue) for each frame in
the shot.
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Figure (3.1) The system model
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The second phase, use the output of the firsteptuaextract ten features
for both static and dynamic blocks for the thredoc@omponents (Red,
Green, Blue) belong to each shot, then analysksetifeatures by computing
the same ten features for some selected numbearaeg belong to each shot
in the video. Then find the power discriminationm tbese ten features, the
power was first determined for each single featdoae, then for combination
of features (starting from two to five); the outpst a vector of filtered
features that have high discrimination power.

The third and last phase is the clustering phdsektmeans algorithm
has been used to cluster the videos shots.

Eleven AVI video had been used as test sample feiment this
project, and more than 49 shots had been detdatiedhots that have small
number of frames have been neglected, so only 4& dtave been used in

our research work.

3.2.1 Load Video stream

Every AVI file contains audio stream and video aing the audio stream
contains information about the audio part of thel Al and the video stream
contains information about the video part of thel Alé (like total number of
frames, frame width, frame height). In our work thadio stream had
separated from the video stream by usM@@Cutter V- 4.04) program, then
only the video stream data which had been usekdenniplementation of the

project.

3.2.2 Color Decomposition
The video stream data which is contains a serpief bitmap frames. The
bitmap image consists of two parts header and eaiz) pixel in the image

data have three color components (Red, Blue anénren code list (3.1)
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these three components (Red, Blue and Green) legpagated and put in the

buffer (Color-array).

CodelList (3.1) Decompose Color Component of Video Frames

Input:
Videono is the video number.
Image is a record contains the framerd®ed, Blue and Green) information

Output:
Frames_file (Video No., Frame No.) isudfer contains the array Color_array

which holds the data of the color components (B&ge and Green).

Steps:
For each frame in the video Xi
For each pixel in the image X, Y
Color_array (Xi, 0, X, ¥ Image (x, y).R
Color_array (Xi, 1, X, Y3 Image (x, y).B
Color_array (Xi, 2, X, Y} Image (X, y).G
End loop X, Y

Save in buffer named Frame_files (Videahe array Color_array.

End loop Xi

3.2.3 Shots Boundaries Detection

In order to detect the video shots boundaries thmethods have been
considered, these three algorithms depending omtajor elements; the first
one is the mean for all the frames in the videoictvis calculated its value
varies in each algorithm. The second element igd¢taive threshold value
which is varies from video to another.

To detect a shot, the relative threshold valuaugtiplied by the overall
mean of the frames in the video to get the absdhreshold value. Then a
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compare between the absolute threshold with thenroéaach frame, if the
mean of the tested frame is larger than the absdhtueshold then a new shot
Is detected.

The three methods gave the same results so wedeoedithe first the
result of the first method only in our work.

Code list (3.2) illustrates the steps of the fimplemented method to
allocate the shots boundaries (i.e., the startthacend frames numbers); in
this Code List the mean is calculated for the défifce between pixels in two

successive frames.

CodelList (3.2) Shots Boundaries Detection-1
Input:
Videono is the video number.
Th is a predefined relative threshold for each eide
Tf is the total number of frames in the video.
Le is the block size.
Output:
Sho(Video No.) Is a buffer contains the record Shoecd®d which holds the start
and end frames numbers of a shot.
Steps:
From buffer named Frame_file (Videno) thépo of code list (3.1) gethe array

named Color_array.

For each frame in the video Xi

Count-0

For each block in the frame Ix, ly
Xs— Ix x Le, Xe«— Xs+Le -1
Ys—lyxlLe Ye—Ys+Le-1
Difference— O
For each color (Red, Blue and Grégn)

For X« Xs to Xe
For ¥—Ysto Ye

Continue
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Difference— Difference +/Color_arrg(Xi, C,X, Y) - Color_arrg(Xi +1,C,X,Y)|

End loop Y
End loop X
End loop C
Mean_Difference (Xi}— Mean_Difference (Xi) + Difference
Count— Count + 1
End loop ly, Ix
Mean_Difference (Xi}— Mean_Difference (Xi) / Count
End loop Xi
For each frame in the video Xi
Mean— Mean + Mean_Difference (Xi)
End loop Xi
Mean«<— Mean / Tf
B—0O
For each frame in the video Xi
If Mean__ Difference (Xi) > Mean x Th Then
Shots_Record (Count).StartB
Shots_Record (Count).End Xi
B— Xi+ 1, Count— Count + 1
End If
End loop Xi
Shots_Record (Count).Erd Tf
Shots_Record (Count).Start B
Save in buffer named Shots (Videono) the re&irdts Record.

In code list (3.3) three kind of the overall me&ase been calculated,
the first is for the absolute difference betweea thean of two successive
frames, the second is for the square differencevdmt the mean of two
successive frames, the last one is cubic absoifiezehce between the mean
of two successive frames, and it is found that ttiree computed type of
means gave a peak at the same position (framedxappately, there for only
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one of them can be used as a criteria to alloteteshots boundaries, or the
sum of the three kinds of the mean of differenceld¢de utilized to define
the absolute threshold value by multiplying the safrthe total means by the

relative threshold value.

Code List (3.3) Shots Boundaries Detection-2
Input:
Videono is the video number.
Th is a given threshold for each video.
Tf is the total number of frames in the video.
Output:
Shot2 (Video No.) is a buffer contains tecord Shots2_Record which holds the start
and end frames numbers of a shot.
Steps:
From buffer named Frame_file (Videno) the outputofle list (3.1) gets the arral

<

Color_array.

For each frame in the video Xi
For each color (Red, Blue, Green) C
For each pixel in the frame X, Y
Mean(C, X Mean (C, Xi) + Color_array (Xi, C, X, Y)
End loop X, Y
Mean(C, Xi— Mean (C, Xi) / (H x W)
End loop C
End loop Xi

For each frame in the video Xi
For each color (Red, Blue, Green) C
Difference1(C, X#i-|Mean(C, Xi+1)-Mean(C, Xi)|
Difference2 (C, X#- (Mean (C, Xi+1) — Mean (C, Xi}
Difference3 (C, X#-|Mean(C, Xi+1)-Mean(C, Xi)| *

Continue
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Mean_Diff1(C} Mean_Diffl (C) + Differencel(C, Xi)
Mean_Diff2(C} Mean_Diff2 (C) + Difference2(C, Xi)
Mean_Diff3(C}— Mean_Diff3 (C) + Difference3(C, Xi)
End loop C
End loop Xi

For each color (Red, Blue, Green) C
Mean_Diff1(C}— Mean_Diff1(C)/ Tf
Mean_Diff2(Cy}— Mean_Diff2 (C) / Tf
Mean_Diff3(C}— Mean_Diff3 (C) / Tf

End loop C

B—0
For each frame in the video Xi
If Differencel (0, Xi) > Mean_Diffl1 (0) * Th and
Differencel (1, Xi) > Mean_Diffl1 (1) * Th and
Differencel (2, Xi) > Mean_Diffl (2) * Th Then
Shots_Record (Count).StartB
Shots_Record (Count).Erd Xi
B« Xi+ 1, Count— Count + 1
End If
End loop Xi
Shots_Record (Count).Erd Tf
Shots_Record (Count).Start B
Save in buffer named Shot2 (Videono) the r&hots_Record.

In code list (3.4) three overall means had beenutated one for the
absolute difference other for the square differeand the last one for the
cubic absolute difference, the above differenammputed between the mean
of two successive frames, the mean of the framesomputed from the
difference between two neighbor pixels in the fraamd it is found that the
three computed type of means gave a peak at the gasition (frame)

approximately, there for only one of them can beduss a criteria to allocate
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the shots boundaries, or the sum of the three kifidlse mean of difference
could be utilized to define the absolute threshadtle by multiplying the

sum of the total means by the relative thresholde/a

CodeList (3.4) Shotsboundaries Detection-3

Input:

Videono is the video number.

Th is a given threshold for each video.

Tf is the total number of frames in the video.
Output:

Shot3 (Video No.) is a buffer contains theord Shots3_Record which holds the gtart

and end frames numbers of a shot.

Steps.

From buffer named Frame_file (Videno) thepom of code list (3.1) getthe array

Color_array.

For each frame in the video Xi
Pixel Diff— 0
For each color (Red, Blue, Green) C
For each pixel in the frame X, Y
Pixel_Diff— |Color_arrayXi,C, X, Y +1) - Color_arrayfXi,C, X,Y))|
Mean_pixel_Diff(C, Xi- Mean_pixel_Diff (C, Xi) + Pixel_Diff
End loop X, Y
End loop C
End loop Xi
Mean_pixel_Diff(C, Xix— Mean_pixel_Diff (C, Xi) / (H-1 x W)

For each frame in the video Xi
For each color (Red, Blue, Green) C
Difference1(C, Xi—|Mean_pixel Diff(C, Xi +1) - Mean_pixel Diff(C, Xi) |
Difference2 (C, X~ (Mean_pixel_Diff(C, Xi+1) — Mean_pixel_Diff(C, X))
Difference3 (C, Xi-|Mean_pixel Diff(C, Xi +1) - Mean_pixel Diff(C, Xi) | °

Continue
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Mean_Diffl (G- Mean_Diffl (C) + Differencel(C, Xi)
Mean_Diff2 (G- Mean_Diff2 (C) + Difference2(C, Xi)
Mean_Diff3 (& Mean_Diff3 (C) + Difference3(C, Xi)
End loop C
End loop Xi
For each color (Red, Blue, Green) C
Mean_Diff1(G)y Mean_Diff1(C)/ Tf
Mean_Diff2(G)y- Mean_Diff2 (C) / Tf
Mean_Diff3(G)- Mean_Diff3 (C) / Tf
End loop C
B—0
For each frame in the video Xi
If Differencel (0, Xi) > Mean_Diffl (Xi) * Th And
Differencel (1, Xi) > Mean_Diffl (Xj) * Th And
Differencel (2, Xi) > Mean_Diffl (Xj) * Th Then
Shots_Record (Count).StarB
Shots_Record (Count).ErdXi
B— Xi + 1, Count— Count + 1
End If
End loop Xi
Shots_Record (Count).ErdTf
Shots_Record (Count).StartB
Save in buffer named Shot3 (Vidgahe record Shots_Record.

3.2.4 Static and Dynamic Classification

The blocks belong to each frame had been classified static and
dynamic blocks, by taking the difference betweenttho successive frames,
then this difference is compared with the calculatéreshold, if the

difference is larger than the threshold then thecklis considered as a
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dynamic block otherwise it is a static block, ctide(3.5) shows the detail of

this classification process.

Codelist (3.5) Classification of Static and Dynamic Blocks

Input:
Videono is the video number.
Le is the length of the block.

Th is a given threshold.

Output:
Static_Dynamic_records (Videono) is a féwufcontains the records Static_recgprd

Dynamic_record they hold the information aboutstegicblocks and information abg
the dynamic blocks.

Steps:

Threshold =le x le x 3 x Th
From buffer named Frame_file (Videno) the outpof code list (3.1) gets

the array named Color_array.

For each frame in the shot Xi
S0
D0
For each block in the frame Ix, ly
Xs— IX x Le
Xe— Xs+Le-1
Ys—ly x Le
Ye—Ys+Le-1
Difference— 0
For each color (Red, Blue and Green) C
For X— Xs to Xe
For Y— Ysto Ye
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Difference- Difference +|Co|or_arra(Xi, C,X,Y)-Color_arrg2(Xi +1,C,X, Y)|

End loop Y
End loop X
End loop C

If Difference < Threshold Then
S—S+1
For each color (Red, Blue and Green) C
Static_record (C, Xi).Scount(S).%ssXs
Static_record (C, Xi).Scount(S).xesXe
Static_record (C, Xi).Scount(S).¥ssYs
Static_record (C, Xi).Scount(S).¥esYe
End loop C
Else
D—D+1
For each color (Red, Blue and Green) C
Dynamic_record (C, Xi).Dcount (D¥ - Xs
Dynamic_record (C, Xi).Dcount (DX~ Xe
Dynamic_record (C, Xi).Dcount (D3 ¥ Xs
Dynamic_record (C, Xi).Dcount (De¥- Xe
End loop C
End if
End loop Ix, ly

For each color (Red, Blue and Green) C
Static_record (C, Xi).Scounter S
Dynamic_record (C, Xi).Dcounter D

End loop C

End loop Xi
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3.2.5 Feature Extraction

First it should be clear that the feature extracgtage was applied three

colors (red, blue and green) on both the static tamddynamic blocks, two
types of features have adopted in our work theogrstm features and the
textures features, as mentioned in chapter two.stées of determining the

color histogram are listed in code list (3.6).

CodelList (3.6) Calculate the Color Histogram
Input:
Videono is the video number.
Output:
Hist_S is an array contains color histmgivalues for the static blocks.
Hist_D is an array contains color histogrvalues for the dynamic blocks.

Steps.

Shots_Record.

For each shot in the video Si
Bs— Shots_Record (Si).Start
Es— Shots_Record (Si).End

From buffer named Frame_files (Videon®) ¢lutput of code list (3.1) gets the arra
named Color_array.
From buffer named Static_Dynamic_Recokdddono) the output of code list (5.3)

gets the records Static_record and Dynamic_record.

For Xi— Bs to Es
For each color (Red, Blue and Green)

Se¢— Static_record (C, Xi).Scounter

De— Dynamic_record (C, Xi).Dcounter

For S— 1to Sc
Xs— Static_record (C, Xi).Scount(S).Xs
Xe— Static_record (C, Xi).Scount(S).Xe
Ys— Static_record (C, Xi).Scount(S).Ys
Ye— Static_record (C, Xi).Scount(S).Ye

Continue

Form buffer named Shot (Videono) the output oflecdist (3.2) gets the recor

~
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For X— Xs to Xe
For v— Ysto Ye
Hist_S (C, Color_array (Xi, C, X, Y4} Hist_S (Xi, C, Color_array(C, X, Y)) +1
End loop Y
End loop X
End loop S
For D— 1 to Dc
Xs— Dynamic_record (C, Xi).Dcount (D).Xs
Xe— Dynamic_record (C, Xi).Dcount (D).Xe
Ys— Dynamic_record (C, Xi).Dcount (D).Ys
Ye— Dynamic_record (C, Xi).Dcount (D).Ye
For X— Xs to Xe
For y— Ysto Ye
Ce— Color_array (Xi,C, X, Y)
Hist_D (Xi, C, Coy- Hist_D (Xi, C, Co) +1
End loop Y
End loop X
End loop D
End loop C
End loop Xi
End loop Si

Forms the output of Code List (3.6), the followirigatures were
determined:

1. Mean of the color histogram, calculated by usingatigpn (2.6). Code list

(3.7) presents of steps of determining the Mearnhefcolor histogram
values.
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Codelist (3.7) Calculate the Mean for the Color Histogram
Input:
Videono is the video number.
Output:
Mean_S is an array contains the mean valueféostatic blocks.
Mean_D is an array contains the mean valuehostatic blocks.
Steps:
Form buffer named Shots (Videono) the output oflec list (3.2) getghe recort
Shots_Record.

For each shot in the video Si
Bs« Shots_Record (Si).Start
Es< Shots_Record (Si).End
For Xi— Bs to Es

Sum_S— 0, Sum_D— 0

Call Calculate the Color Histogracoede list (3.6)".

For each color (Red, Blue and Green) C
For Xe— 0 to 255
Sum_S$- Sum_S + Hist_S(C, Xc)
Sum_DB— Sum_D + Hist_D(C, Xc)
Mean_S (C, Xi¥- Mean_S (C, Xi) + (Xc x Hist_S (C, Xc))
Mean_D (C, Xi¥— Mean_D (C, Xi) + (Xc x Hist_D (C, Xc))
End loop Xc
Mean_S (C, Xi— Mean_S (C, Xi)/ Sum_S
Mean_D (C, Xi}— Mean_D (C, Xi)/ Sum_D
End loop C
End loop Xi
End loop Si

2. Standard Deviation of the color histogram, caladaby using equation

(2.7). Code list (3.8) presents of steps of deteimgi the value of Standard
deviation of color histogram.
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Code List (3.8) Calculate Standard Deviation of the Color Histogram
Input:
Videono is the video number.
Output:
Std_S is an array contains the standard tlenigalues for the static blocks.
Std_D is an array contains the standard teuiaalues for the dynamic blocks.
Steps:
Form buffer named Shots (Videono) the outplucode list (3.2) getshe recor
Shots_Record.

For each shot in the video Si
Bs« Shots_Record (Si).Start
Es< Shots_Record (Si).End
For Xi— Bs to Es

Sum_S— 0, Sum_D— 0

Call Calculate the Color Histogram "code list (3.6)

Call Calculate the Mean for the Colastblgram "code list (3.7)".

For each color (Red, Blue and Green) C
For Xe— 0 to 255
Sum_S$- Sum_S + Hist_S(C, Xc)
Sum_DB— Sum_D + Hist_D(C, Xc)
Std_S (C, Xy~ Std_S (C, Xi) + (Xc — Mean_S(C, Xfj)x Hist_S (C, Xc)
Std_D (C, Xi}— Std_D (C, Xi) + (Xc — Mean_D(C, Xif)x Hist_D (C, Xc)
End loop Xc
Std_S (C, Xi}— 4/ (Std_S(CXi) / Sum_S)

Std_S (C, Xi}— 4/ (Std_S(CXi) / Sum_S)
End loop C

End loop Xi
End Si

3. Mean Absolute Deviation, is calculated by usingamn (2.8). Code list
(3.9) presents of steps of determining the valuethef mean absolute

deviation.
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CodelList (3.9) Calculate Mean Absolute Deviation
Input:
Videono is the video number.

Output:
Mad_S is an array contains the mean absolwtatttn values for the static blocks.

Mad_D is an array contains the mean absolutatien values for the dynamic blocks.

Steps:
Form buffer named Shots (Videono) the outpiutode list (3.2) getshe recor

Shots_Record.

For each shot in the video Si
Bs — Shots_Record (Si).Start
Es«< Shots_Record (Si).End
For xi«— BS to Es

Sum_S— 0, Sum _D— 0

Call Calculate the Color Histogram "cdidé (3.6)".
Call Calculate the Mean for the Color Hggtom "code list (3.7)".

For each color (Red, Blue and Green) C
For Xa— 0 to 255
Sum_S— Sum_S + Hist_S(C, Xc)
Sum_D— Sum_D + Hist_D(C, Xc)
mad_S (C, Xi§— mad_S (C, Xi) #Xc -Mean_S(CXi)| x Hist_S (C, Xc)

mad_D (C, Xi}- mad_D (C, Xi) +/Xc - Mean_D(CXi)| x Hist_D (C, Xc)

End loop Xc
Mad_S (C, Xiy— Mad_S (C, Xi) / Sum_S
Mad_D (C, Xi}— Mad_D (C, Xi) / Sum_D
End loop C
End loop Xi
End loop Si

4. Skewness is calculated by using equation (2.9). SKesvness is the third
order moment which is defined as the measure asymmleout the mean.
Code list (10.3) presents of steps of determinivegvialues of the skewness.
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CodelList (3.10) Calculate the Skewness
Input:
Videono is the video number.
Output:
Sk_S is an array contains the skewness vébudlse static blocks.
Sk_D is an array contains the skewness vdbargbe dynamic blocks.
Steps.
Form buffer named Shots (Videono) the outpéitcode list (3.2) getsghe recor
Shots_Record.

For each shot in the video Si
Bs«— Shots_Record (Si).Start
Es« Shots_Record (Si).End
For Xi— Bs to Es

Sum_S— 0, Sum_D— 0

Call Calculate the Color Histogram "code list {3.6

Call Calculate the Mean for the Colortdggam "code list (3.7)".

For each color (Red, Blue and Green) C
For Xe— 0 to 255
Sum_S- Sum_S + Hist_S(C, Xc)
Sum_DB— Sum_D + Hist_D(C, Xc)

Sk_S (C, Xi)— Sk_S (C, Xi) +Xc -Mean_SC,Xi)|° x Hist_S (C, Xc)
~ 13
Sk D (C, Xi}— Sk_D (C, xi) 4X¢-Mean_D(C,X)|", yist b (C, Xc)
End loop Xc
Sk_S (C, Xi}—3/Sk_S(C,Xi) /Sum_S

Sk_D (C, Xix— 3/Sk_D(C,Xi) /Sum_D
End loop C
End loop Xi

All the above features are determined by usingctiler histogram of the

image, the following textural features have beeemeined:
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1. Energy, the average energy of the gradient imageca&ulated by using
equation (2.4). Three directions of image differagc have been
determined (horizontal, vertical and diagonal) atwhsidered as the
gradient components. This determination was doneawh block in the
frame (both the static and dynamic blocks) and tlee three color
components (Red, Blue, Green); the average endrteayradient image
will result from the summation of the average egeof gradient of the
blocks divided by the number of the blocks. Code (8.11) illustrates the

steps of determining the values of average energy.

CodeList (3.11) Calculatethe Average Energy
Input:
Videono is the video number.

Output:
Ene_S is an array contains the average enatgegs for the static blocks.

Ene_D is an array contains the average enagyes for the dynamic blocks

Steps:
Form buffer named Shots (Videono) the outputade list (3.2) getshe recor
Shots_Record.
From buffer named Frame_files (Videono) thgatuof code list (3.1) gets the arrgy
Color_array.
From buffer named Static_Dynamic_Records (viay the output of code list (3|5

gets the records Static_record and Dynamic_record.

For each shot in the video Si
Bs — Shots_Record (Si).Start
Es«< Shots_Record (Si).End
For Xi— Bs to Es
For each color (Red, Blue and Green) C
Se— Static_record (C, Xi).Scounter
Dce— Dynamic_record (C, Xi).Dcounter

Continue
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For S— 1to Sc
Xs— Static_record (C, Xi).Scount(S).Xs
Xe— Static_record (C, Xi).Scount(S).Xe
Ys— Static_record (C, Xi).Scount(S).Ys
Ye— Static_record (C, Xi).Scount(S).Ye

Call Determine the average energyhefHVD gradient of the sub-blocks "Coc

List (3.12)".

Ene_S(C, Xi, 8- Ene_S (C, Xi, 0) + Energy_h
Ene_S(C, Xi, - Ene_S (C, Xi, 1) + Energy_v
Ene S(C, Xi, 2 Ene_S (C, Xi, 2) + Energy_d
End loop S
Ene_S(C, Xi, 0 Ene_S (C, Xi, 0) / Sc
Ene_S(C, Xi, 1~ Ene_S (C, Xi, 1)/ Sc
Ene_S(C, Xi, 2~ Ene_S (C, Xi, 2) / Sc
For D— 1 to Dc
Xs— Dynamic_record (C, Xi).Dcount (D).Xs
Xe— Dynamic _record (C, Xi).Dcount (D).Xe
Ys— Dynamic _record (C, Xi).Dcount (D).Ys
Ye— Dynamic _record (C, Xi).Dcount (D).Ye

Call Determine the average enerfythe HVD gradient of the sub-block

"Code List (3.12)".

Ene_D(C, Xi, 3 Ene_D (C, Xi, 0) + Energy_h
Ene_D(C, Xi, - Ene_D (C, Xi, 1) + Energy_v
Ene_D(C, Xi, 2~ Ene_D (C, Xi, 2) + Energy_d

End loop D

Ene_D(C, Xi, 03 Ene_D (C, Xi, 0)/ Dc

Ene_D(C, Xi, 13- Ene_D (C, Xi, 1)/ Dc

Ene_D(C, Xi, 23— Ene_D (C, Xi, 2) / Dc

End loop C
End loop Xi
End loop Si

Continue

e
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Code list (3.12)s established to determine the average energigbeof
vertical, horizontal and diagonal components of ginadient, these average

energies are defined as follows:

-1W-2 2

En = 3H(W 1);););)@@”) A(Cx +1Y))? (3.1)

-2W-1 2

E = 3W(H 1);););(A(cxy) A(C X,y +1))? (3.2)

1 H-2W-2 2 5
Ep = DWW yzo XZ;) ;)(A(c,x,y) —A(CXx +1y +1) (3.3)

The above average energies are computed for the ata dynamic sub-

blocks.

CodelList (3.12) Determine the aver age ener gy of the HVD gradient of the sub-blocks

Input:
Xs is the x-coordinate of the left side loé sub-block.
Xe is the x-coordinate of the right sidetteé sub-block.
Ys is the y-coordinate of the left side loé sub-block.
Ye is the y-coordinate of the right sidettué sub-block.
Color_array is an array contains color congr data for each frame.

Xi is the frame index.

Output:
Energy_h is an array contains the averagegg values for horizontal gradient in the
sub-blocks.
Energy v is an array contains the averagegy values for vertical gradient in the
sub-blocks.
Energy_d is an array contains the averagegy values for diagonal gradient in the

sub-blocks.
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Steps:

Suml— 0
Sum2— 0
Energy _h— 0O
Energy_w—0
Energy_d— O

For each color (Red, Blue and Green) C

For Y«~Ysto Ye—-1
For X«— Xs to Xe
Ene_k— Ene_h + (Color_array (Xi, C, X, Y + 1) — Color_ayr(Xi, C, X, Y))?
Sum& Suml + 1
End loop Y
End loop X

For Y«— Ysto Ye
For X~ Xsto Xe -1
Ene_w— Ene_v + (Color_array (Xi, C, X + 1, Y) — Color_ayr(Xi, C, X, Y))?
End loop X
End loop Y

ForY—YstoYe-1
For X~ Xsto Xe -1
Ene_d— Ene_d + (Color_array (Xi, C, X + 1, Y + 1) — Colarray (Xi, C, X, Y)}
Sum& Suml +1
End loop X
End loop Y

Energy_h— Ene_h/Sum1l

Energy_w— Ene_v/Suml

Energy_d— Ene_d /Sum2
End loop C
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2. Contrast-1, calculated by using equation (2.2)otder to compute the
contrast the standard deviation of each block (lstdétic and dynamic) is
computed for three color component (Red, Blue, Gyead then take the
average of these values and consider as the sthddaation of the frame
in the same way the average of the block’s meatomputed for each
frame and the contrast is computed by dividingaherage of the standard
deviation over the average of the mean for eacimdraCode list (3.12)

illustrates the implementation step to determinedt@st-1.

CodelList (3.13) Calculatethe Contrast-1

Input:

Videono is the video number.

Output:
Cont _S is an array contains the contraktes for the static blocks.

Cont_D is an array contains the contraktesafor the dynamic blocks.

Steps.

Form buffer named Shots (Videono) the outpfitcode list (3.2) getshe recor

named Shots_Record.

From buffer named Frame_files (Videono) thitput of code list (3.1) gets the arr
named Color_array.

From buffer named Static_Dynamic_Recordsi€gno) the output from theode list
(5.3) gets the records Static_record and Dynamoorde

For each shot in the video Si
Bs« Shots_Record (Si).Start
Es« Shots_Record (Si).End

Continue

o
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For Xi<— Bs to Es

For each color (Red, Blue and Green) C

Xe— Static_record (C, Xi).Scount(S).Xe
Ys— Static_record (C, Xi).Scount(S).Ys
Ye— Static_record (C, Xi).Scount(S).Ye

Mean (Xi, Cy 0
Se— Static_record (C, Xi).Scounter

Dc— Dynamic_record (C, Xi).Dcounter

ForS— 1to Sc
Xs— Static_record (C, Xi).Scount(S).Xs

Call Determined the Mean and Standestib-blocks "Code List (3.14)".

Mean_S (C, Xi— Mean_S (C, Xi) + M_block (C, S)
Mean_Std_S (C, X¢- Mean_Std_S (C, Xi) + Std_Block (C, S)
End loop S

Mean_S (C, Xi}— Mean_S (C, Xi) /Sc
Mean_Std_S (C, X~ Mean_Std_S (C, Xi) / Sc
Cont_S (C, xi— Mean_Std_S (C, Xi) / Mean_S (C, Xi)

For D— 1 to Dc
Xs— Dynamic_record (C, Xi).Dcount (D).Xs
Xe— Dynamic _record (C, Xi).Dcount (D).Xe
Ys— Dynamic _record (C, Xi).Dcount (D).Ys
Ye— Dynamic _record (C, Xi).Dcount (D).Ye

Call Determined the Mean and Standesiib-blocks "Code List (3.14)".

Mean_D (Xi¥>— Mean_D (C, Xi) + M_block (C, D)
Mean_Std D (C, X§- Mean_Std_D (C, Xi) + Std_block (C, D)
End loop D

Continue
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Mean_D (C, Xi3— Mean_D (C, Xi)/ Dc
Mean_Std_D (C, X&- Mean_Std_D (C, Xi) / Dc
Cont_D (C, xii— Mean_Std_D (C, Xi) / Mean_D (C, Xi)
End loop C
End loop Xi
End loop Si

Code list (3.14), is established to determine tkammand the standard

deviation for each sub-block in the image (whether static or dynamic).

Code List (3.14) Determined the Mean and Stander for sub-blocks

Input:
Xs is the x-coordinate of the left side fod sub-block
Xe is the x-coordinate of the right sidettué sub-block
Ys is the y-coordinate of the left side lod sub-block
Ye is the y-coordinate of the right sidettué sub-block
Color_array is an array contains color congr data for each frame
Bi is the block index.

Xi is the frame index.

Output:
Std_block it is an array contains the stathdkeviation values for the sub-blocks.

M_block it is an array contains the mearugalfor the sub-blocks.

Steps:
For each color (Red, Blue and Green) C
For X« Xs to Xe
For Y«— Ysto Ye

Counter (C3— Counter (C) + 1

Continue
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M_block (C, Bi}— M_block (C, Bi) + Color_arrary (Xi, C, X, Y)
End loop Y
End loop X
M_block (C, Bi)«~ M_block (C, Bi) / Counter (C)
For X« Xs to Xe
For Y« Ysto Ye
Std_block (C, Bi}— Std_block (C, Bi) + (Color_arrary (Xi, C, X, Y)M_block(C, Bi))"?
End loop Y
End loop

Std_block (C, Biy— \/Std_block(C, Bi) / Counter(C)
End loop C

3. Contrast-2, it is calculated by using equation) 218 order to compute the
contrast minimum pixel value and the maximum pixalue from each
block (both static and dynamic) in the frame is pated and the mid
value for each frame is computed from the averdg@e minimum and
maximum values of the blocks of each frame. Thereshof each frame
is computed by dividing the summation of the pothtst are smaller of the
mid value over the summation of the points thatlarger than the mid
value. Code list (3.15) shows the implementati@pstto determine the
Contrast-2.

CodelList (3.15) Calculate Contrast-2
Input:
Videono is the video number.
Output:
Cont _S is an array contains the contrastegafor the static blocks.
Cont_D is an array contains the contrastasfor the dynamic blocks
Steps:
Form buffer named Shots (Videono) thepatutof code list (3.2) getshe recor
Shots_Record.

Continue
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From buffer named Frame_files (Videornwg butput of code list (3.1) getise
array named Color_array.

From buffer named Static_dynamic_rec@kldeono) the output of code lig5.3

gets the records Static_record and Dynamic_record.

For each shot in the video Si
Bs« Shot_Record (Si).Start
Es— Shot_Record (Si).End

For Xi— Bs to Es
For each color (Red, Blue and Gyge
Se— Static_record (C, Xi).Scounter

De— Dynamic_record (C, Xi).Dcounter

For &~ 1to Sc
Xs— Static_record (C, Xi).Scount(S).Xs
Xe— Static_record (C, Xi).Scount(S).Xe
Ys— Static_record (C, Xi).Scount(S).Ys
Ye— Static_record (C, Xi).Scount(S).Ye

Call Determined the Min avidx of the Sub-blocks "code List (3.17)".
M_Min_S (C, Xi- M_Min_S (C, Xi) + Min (C, S)
M_Max_S (C, Xi- M_Max_S (C, Xi) + Max (C, S)

M_Min_S (C, Xi— M_Min_S (C, Xi) /Sc
M_Max_S (C, Xi- M_Max_S (C, Xi)/ Sc
Median_S (&} (M_Min_S (C, Xi) + M_Max_S (C, Xi))/ 2
For X— Xs to Xe
For ¥~ Ysto Ye
If Color_array ()G, X, Y) > Meadin_S (C) Then

Small(&) Small(C) + Color_array (Xi, C, X, Y)
Else

Continue
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Large(€) Large(C) + Color_array (Xi, C, X, Y)
End if
End loop Y
End loop X
End loop S

Cont_S (C, Xi— Smal_S(C) / Large_S(C)
For D— 1 to Dc
Xs— Dynamic_record (C, Xi).Dcount (D).Xs
Xe— Dynamic _record (C, Xi).Dcount (D).Xe
Ys— Dynamic _record (C, Xi).Dcount (D).Ys
Ye— Dynamic _record (C, Xi).Dcount (D).Ye
Call Determined the Min and Max of teb-blocks "code List (3.17)".

M_Min_D (C, Xi} M_Min_D (C, Xi) + Min (C, D)
M_Max_D (C, Xii— M_Max_D (C, Xi) + Max (C, D)

M_Min_D (C, Xi¥— M_Min_D (C, Xi)/ Dc
M_Max_D (C, Xi}— M_Max_D (C, Xi)/ Dc
Median_D (G} (M_Min_D (C, Xi) + M_Max_D (C, Xi))/ 2
Large (G 0, Small (C)— 0
For X— Xs to Xe
For ¥— Ys to Ye
If Color_array (Xi, C, X)) > Meadin_D (C) Then
Small(&} Small(C) + Color_array (Xi, C, X, Y)
Else
Large(&) Large(C) + Color_array (Xi, C, X, Y)
End if
End loop Y
End loop X
End loop D
Cont_D (C, Xi}— Smal_D(C) / Large_D(C)
End loop C
End loop Xi
End loop Si
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Code list (3.16) computes the minimum arakimum values for each

block in the frame, whether it is static and dynabibcks.

CodelList (3.17) Determined the Min and Max of the Sub-blocks

Input:
Xs is the x-coordinate of the left side lod sub-block.

Xe is the x-coordinate of the right sidetteé sub-block.

Ys is the y-coordinate of the left side loé sub-block.

Ye is the y-coordinate of the right siddlod sub-block.

Color_array is an array contains color congmt data for each frame.
Bi is the block index.

Xi is the frame index.

Output:
Min it is array of the Minimum values.

Max it is array for the Maximum values.

Steps.
For each color (Red, Blue and Green) C
Min (C, Index)— Color_array (Xi, C, Xs, Ys)
Max (C, Index}— Color_array (Xi, C, Xs, Ys)

For X— Xs+1 to Xe
For Y— Ysto Ye
If Min (C, Index) > Calaarrary (C, X, Y) Then
Min (C, Index¢— Color_arrary (C, X, Y)
End if
If Max (C, Index) < Color_arrary (¥, Y) Then
Max (C, Index)- Color_arrary (C, X, Y)
End if
End loop Y
End loop X
End loop C
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4. Modification of Fractal Dimension: one of the impant textural feature is
fractal dimension, in this research work a modifma (simplified)
method for determination of fractal dimension wasplemented, the
modification is proposed to handle the high compomzl complexity of
the traditional methods for determination of fraataplies the following
steps:

1. Scan the blocks (static/dynamic) and find the m@ghand standard
deviation () of the pixels values
2. determined the following parameters:
M,=7 - (@ XO) (3.4)
M=7+(@x0o) (3.5)
Where: was taken (3).
And apply the following conditions:
If My < 0 then M=0.
If Mh>255 then M=255.
3. determined the following slope value:

_My-Mg
Np

S (3.6)

Where Nis the number of threshold values)(dsed to categorize the
block's points into dark or bright points.
4. for each threshold value {T......Typ)
a. Set the countern 0.
b. Scan all pixels of the blocks (static/dynamic), dod the case
where each scanned pixel has a value larger tharciement n
by 1.
End for
5. then determined the estimated (approximate) fraatahension

parameter buy using the following equation:
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Np  Np

N leog(n ) — Z Zlog(n )

1=l (3.7)

Np Y i’ —(Zi)

Code list (3.18) shows how to determine thadification of the fractal

dimension (H).

CodelList (3.18) Calculate modification of the fractal dimension (H)
I nput:
Videono is the video number.

Np is the number of point.

Output:
Slop_S is an array that contains tbpesivalues for the static blocks.

Slop_D is an array that contains tlopalvalues for the static blocks.

Steps:
Form buffer named Shots (Videono) the output ofecbst (3.2) getghe recor
Shots_Record.
From buffer named Frame_files (Videon@ thutput of code list (3.1) gets th

array named Color_array.

From buffer named Static_dynamic_recofdgl€ono) the output of code lig

(5.3) gets the records Static_record and Dynamiorde

For each scenes in the video Si
Bs<— Shot_Record (Si).Start
Es— Shot_Record (Si).End
For Xi— Bs to Es
For each color (Red, Blue andgajeC
Se- Static_record (C, Xi).Scounter
De— Dynamic_record (C, Xi).Dcounter

Continue
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For S— 1to Sc
Xs« Static_record (C, Xi).Scount(S).Xs
Xe— Static_record (C, Xi).Scount(S).Xe
Ys« Static_record (C, Xi).Scount(S).Ys
Ye— Static_record (C, Xi).Scount(S).Ye

Call Determined the Mean and Standesiir-blocks "Code List (3.14)".

Mean_S (C, Xi— Mean_S (C, Xi) + M_block (C, S)
Mean_Std_S (C, X$- Mean_Std_S (C, Xi) + Std_Block (C, S)

Mean_S (C, Xy Mean_S (C, Xi) /Sc

Mean_Std_S (C, X8 Mean_Std_S (C, Xi)/ Sc

Min_S(C, Xi}— Mean_S (C, Xi) - 3 x Mean_ Std_S (C, Xi)
Max_S(C, Xi}- Mean_S (C, Xi) + 3 x Mean_ Std_S (C, Xi)

If Min_S(C, Xi) <0 Then
Min_S(C, Xi}- 0
End If

If Max_S(C, Xi) > 255 Then
Max_S(C, Xi§— 255
End If
For k— 1 to Np
Po_S = Min_S(C, Xi) + (Max_S(C) X Min_S(C, Xi)) x I / Np
For X— Xs toXe
For ¥— Ysto Ye
If Color_array (Xi, C,X)<Po_S Then
PCount_S (C, Xir)PCount_S (C, Xi, 1) + 1
End If
End loop Y
End loop X
End loop |
End loop S

Continue
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For B— 1 to Dc
Xs < Dynamic_record (C, Xi).Dcount (D).Xs
Xe «— Dynamic _record (C, Xi).Dcount (D).Xe
Ys— Dynamic _record (C, Xi).Dcount (D).Ys
Ye «— Dynamic _record (C, Xi).Dcount (D).Ye

Call Determined the Mean atah8er for sub-blocks "Code List (3.14)".

Mean_D (X Mean_D (C, Xi) + M_block (C, D)
Mean_Std D (C, Xi— Mean_Std_D (C, Xi) + Std_block (C, D)

Mean_D (C, Xi- Mean_D (C, Xi) / Dc

Mean_Std_D (C, Xi- Mean_Std_D (C, Xi) / Dc

Min_D(C, Xi)}— Mean_D (C, Xi) - 3 x Mean_ Std_D (C, Xi)
Max_D(C, Xi}¥— Mean_D (C, Xi) + 3 x Mean_ Std_D (C, Xi)

If Min_D (C, Xi) <0 Then
Min_D (C, Xi}- 0
End If

If Max_D(C, Xi) > 255 Then
Max_D(C, Xi}— 255
End If
For k—1to Np
Po_D = Min_D(C, Xi) + (MaR(C, Xi) — Min_D(C, Xi)) x I/ Np
For x— Xs toXe
For ¥—Ysto Ye
If Color_array (Xi, C, X) <Po_D Then
PCount_D (C, Xi;§ PCount_D (C, Xi, ) +1
End If
End loop Y
End loop X
End loop |
End loop D
End loop C

End loop Xi
Continue
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For Xi<— Bs to Es
For each color (Red, Blue and Green) C
K— 0
For k— 1to Np
If PCount_S (C, Xi, I) >0 Then
Sum 4~ Sum_| + |
Sqr 4 Sqr_| + (1)
Ig— Ig + | x log (PCount_S(C, Xi, 1))
C¢— Cg + log (PCount_S(C, Xi, 1))
k—K+1
End If
End loop |
If K> 0 Then

Slop_ S(C, Xi) . —\PxCg-Sum_kig

NpxSqr_I- (Sum_I)?

End If
Sum_4+- 0, Sgr_k—-0
Ig— 0, Cg— 0
K— 0
For k— 1 to Np
If PCount_D (C, Xi, I) >0 Then
Sum 4 Sum | + 1|
Sqr 4 Sqr_| + (1)
Ig— Ig + 1 x log (PCount_D(C, Xi, I))
C¢g Cg + log (PCount_D(C, Xi, 1))
k—K+1
End If
End loop |
If K> 0 Then

Slop_D(C, Xi) - NpxCg-Sum_IxIg

Np><Sqr_I-(Sum_I)2

End If
End loop C
End loop Xi
End loop Si




Chapter Three: Proposed System 66

3.2.6 Features Analysis

The first step of features analysis is to negldicslzots that have small
number of frames; in our work all the shots that have less than 45 frames have
been neglected. The next step is to select a nutineshould be less than the
total number of frames in a specific shot, this benrefers to the number of
frames in each video sequence, Ten video sequemee lbeen taken from
each shot, in every sequence the list of framdsdlangs to that sequence is
determined by the start frame, end frame and tia¢ nomber of frames in the
specific shot. The same ten features will be redated for the list of frames
in every sequence of the shot. The last step e®mapute the average of each
feature in each sequence, the results will put atrimmn named pattern, it
contains the average of each feature of the e#@irshots and the indices of
the matrix are the sequence number and the featwmser. It should be
known that all the above steps are applied onhheetcolors (red, blue and

green) and for both static and dynamic blocks.

3.2.7 Power Discrimination

In order to reduce the computation time taken enKhMeans algorithm,
and to improve the classification results, the misimation power of the
adopted features must be calculated;

This procedure use three matrices as a major ,irfpat one is the
pattern matrix which is mentioned in the featurealgsis, the second matrix
iIs the M_Template matrix (the matrix contains tiverages of the features
calculated for all the frames in the entire 49 sha@nd indexed by shot
number and feature number), the third matrix isSkee Template matrix (the
matrix contains the standard deviation of the festicalculated for all the
frames in the entire 49 shots, and indexed by shwhber and feature

number), all the above matrices are for the thr@lerccomponents (Red,
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Blue, Green) and both have 20 features first textufes are for the static
features and the last ten are for the dynamic featu

two types of distance measure had been used stedpends on the
Euclidean distance and the second depending oaittheélock distance, the
results of the two measures were approximatelylamtherefore only one of
them is consider in the next steps of the work.

The procedure of the power discrimination will mdé five steps, in
the first step every feature is tested alone, #®orsd step is the test of
combination of two features, the third step is it to the combination of
three features, the fourth step is test to the coation of four features, the
fifth step is test to the combination of five fei@s, only the test of the single
feature and the test of the combination of twouUs=g are mentioned in the
code list (3.19).

CodeList (3.19) Deter mined the Power Discrimination
Input:
Pattern is an array contains means of featureée#tacted from the video sequence.
M_Template is an array contains means of featthat extracted from the shot's framg
Std _Template is an array contains standartien of features that extracted from th

shot's frames.

Index is an array indexed by the video segeenenber and contains the shot number.

Pn is the number of patterns.

Sn is the number of shots.

Fn is the number of features.

Output:

Featues_Power filel is a buffer contains teamrds Feature Record.Success and
Feature_Record.Failure, they hold the high powserdanination and low power
discrimination rates.

Featues_Power file2 is a buffer contains teaords Feature Record.Success2 and
Feature_Record.Failure2 they hold the high powseranination and low power
discrimination rates.

Continue

S,

D
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Steps:
For fi— 1 to Fn
ForP—1toPn
Min «— 99999999999+#
For S— 1to Sn
Diff — (Abs (Pattern (P, Fi) — M_Template (S, Fi)) / Sttemplate (S, Fi))
If Min > Diff Then
Min« Diff
Sm— S
End if
End loop S
If Sm«— Index (p) Then
Success (F¥- Success (Fi) + 1
Else
Failure (Fi}— Failure (Fi) + 1
End If
End loop p
End loop fi
Feature_Record.Success @i)100 * Success (Fi) / Xr
Feature_Record.Failure (k) 100 * Failure (Fi)/ Xr
For l— 1to Nf-1
ForJ—I1+1toFn
For R— 1 to Xr
Mn«— 99999999999#
For Si— 1to Sn
Diff— 0
Diff— (Abs Pattern (P, 1) — M_Template (S, I)) / Std_Téee(S, 1)) +
(Abs Pattern (P, J) —Mmplate (S, J)) / Std_Template (S, J))
If Mn > diff Then
Mn« Diff
Sm— S
End if
End loop S
If Sm«— Index (P) Then

Continue
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Success?2 (I, & Success2 (I, J) + 1
Else
Failure2 (I, J Failure2 (I, J) + 1
End If
End loop P
End loop J
End loop |
Feature_Record.Success2 (k-J100 * Success2 (I, J) / Xr
Feature_Record.Failure2 (1<3)100 * Failure2 (I, J)/ Xr

Save in buffered named Featues Power_filetdcords Feature Record.Success
and Feature Record.Failure.
Save in buffered named Featues_Power _file2d¢bords Feature Record.Success?
and Feature Record.Failure2.

3.2.8 K-means Algorithm

The last step of the work is the clustering, thgoathm used in the
clustering is theK-Means algorithm, and the input to the algorithm will be
only the features (for read, blue and green) that bigh rate of success after
applied Code List (3.19). Code List (3.20) showslibe K-mean algorithm

has been implemented

Code List (3.20) Implement the K-Means Algorithm
Input:
Cntr is an array contains the centriods.

Pn is the number of the videos sequence.

Cn is the number of centriode.

Fn is the number of features.

Feature is an array contains the featinashtave high rate of power discrimination.
Output:

Success array contains the successfufoatbe features.

Failure array contains the failure ratetfa features.
Steps:

Flag— 1

Continue
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While Flag— 1
Cc—0,Cm«0
Max = -99999999999#
For Pi— 1 to Pn
Min = 99999999999#
For C— 1to Cn
Diff— 0
For R 1to Fn
Diff— Diff + (Cntr (Ci, Fi) — Feature (Pi, Fif)
End loop Fi
If Min >/Diff Then

Min— ~/Diff
Ce-Ci
End If
End loop Ci

Count (Cc)- Count (Cc) +1
Clust (Cc).Counter (Count (Ce})Pi
If Max < Count (Cc) Then
Max— Count (Cc)
Cm— Cc
End If
End loop Pi
For Cik— 1to Cn
For G— 1 to Count (Ci)
P+ Clust (Ci).Counter (C)
For R—1to Fn
Scntr (F¥- Scntr (Fi) + Feature (Pi, Fi)
End loop Fi
End loop C
For Fi— 1 to Fn
Ocntr (Ci, Fiy— Ocntr (Ci, Fi)
Cntr (Ci, Fi— Scntr (Fi)

Continue
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Scntr (Fi- 0
Cntr(Ci, Fi— Cntr(Ci, Fi) / Count(Ci)
End loop Fi
End loop Ci
Flaga— 0
For G- 1to Cn
If Count (Ci}— 0 Then
Flag2- 1, Flag— 1
For R— 1to Fn
Cntr (Ci, Fi— Cntr (Cm, Fi) x 0.95
Cntr (Cm, F&§- Cntr (Cm, Fi) x 1.05
End loop Fi
End If
End loop Ci
If Flag2— 0 Then
Flag— 0
For C— 1to Cn
For F— 1to Fn
If (Cntr (Ci, Fi) — Ocntr (Cij)lr < 0.00001 Then
Else
Flag- 1
End If
End loop Fi
End loop Ci
End If
End while loop




Chapter Two

Theoretical Background

2.1 Introduction

Fields ranging from commercial to military are negédo analyze
data in an efficient and fast manner. And due ®dlgitization of data
and advances in technology, it has become extreessy to obtain and
store large quantities of data, particularly mu#tdia data (video, image,
audio). Multimedia data mining is a sub field oftalanining that deal
with the extraction of implicit knowledge, multimedrelationship, or
other patterns, not explicitly stored in multimediatabase. Feature
selection and extraction is the pre-processing sfemultimedia data
mining. Obviously this is a critical step in thetiem scenario of

multimedia data mining.

2.2 Video Segmentation

Video, whether digital or analog, consists of aeseof individual
frames displayed at a constant rate (the effeawlnth is to give the
illusion of motior) along with an associated audio traf&mea9).
generally, there are three types of videos; thelywed, the raw, and the
medical video. The examples of produced video arei@s, news videos,
dramas...etc. And, those of raw video are traffidegs, surveillance
videos...etc. Ultra sound videos including echocagchon can be an

example of the medical videos; these different syplevideos need to be
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treated differently to achieve these missing pdts to their different
characteristic§Band02].

To allow any kind of content-based navigation afen, the material
has first to be broken up into constituent elememtd structured. For
video, these elements are shasl scenes. A shot is defined as the video
resulting from a continuous recording by a singlenera. A scene is
made up of multiple shots, while a television bizsl of a program
consists of a collection of scenes. For studio dicaats (for example the
news transmitted live), it is fairly easy to brethle program up as the
boundaries between shots so these boundaries @eH@vever, many
television programs and most films use special -postiuction
techniques to soften the boundaries, thus makiegnteasier for the
human eye, but more difficult to detect automalycgBmea99].

There are four major types of boundaries betweenssfsorm99,
Smea00]:

1. Cut: This is a hard boundary and occurs when theaedsmplete
change of shot over a span of two consecutive fsarais is
commonly used in live or in studio transmissions.

2. Fade There are two types of fade, a fade-out and &-tad A
fade-out occurs when the picture gradually fades tiot or black
screen, while a fade-in occurs when the picturegnadually
displayed from a black screen. Both these effectsioover a few
frames, e.g. 12 frames for a half-second fade-out.

3. Dissolve This is the simultaneous occurrence of a fadeamat a
fade-in, the two frames being superimposed on edlcér over a
fixed duration of, sayl/2 second (12 frames). This can be used in

live in-studio transmissions.
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4. Wipe: This effect is like a virtual line going acrodsetscreen
clearing one picture as it brings in another, agaicurring over a
few frames. It was particularly common in early T8ch as the
Batman series, but it still used).

Each of these post-production and live techniqueskes the
automatic detection of shot boundaries in videommivial task.

A number of techniques have been tried in shot Bapndetection
with varying degrees of success. Some of thesenigebs are pixel
differences between adjacent frames, color histogranethod which
compares the intensity or color histograms betwagacent framesand
the edges detection in adjacent frames. Each séttezhniques is known
to work well for different transition types, e.gafme comparison based
on colors works well on cuts, but not on fades issalves, while edge
detection handles wipes and dissolves quite [&llea00, Zhon00].

In general, the most widely used basic unit in paadi videos (i.e.,
movies, news videos) isshot which is defined as collections of frames
recorded from a single camera operation. Raw vidas usually
recorded from a single fixed camera or multiple esm with very
limited camera motion without any camera on-offefidfore, the concept

of the shot is not relevant since whole video wdwddh shot by the above

definition [Band032.

2.3 Scene Changes Detection

Shot based indexing techniques have been widelg tsserganize
video data. Scene change detection is the most cohgrased method to
segment image sequences into coherent units feowvitdexing. A shot

IS a sequence of contiguous frames that are redoiren a camera.
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There is usually one continuous action within atskath no major
change of scene content. However, there are sitiyndifferent changes
in a video (e.g. object motion, lighting change aathera motion), it is a
nontrivial task to accurately detect scene changesthermore, the
cinematic techniques used between scenes, suclssdvds, fade and
wipes, produce gradual scene changes that arerhardetect. Scene cut
detection algorithms have been studied since thg @a's [Zhon00]. The
basic method is to measure the pixel differencendéréo-frame in terms
of intensity or color. The number of changed pixslsounted and if the
number exceeds a certain percentage, a scenedaieed. This method
IS not robust due to the camera and object motibascan cause large
pixel value differences. Color histograms have hesed to overcome the
problem, as color distributions in successive frammee not significantly
affected by camera or object motions. AssumeisHan N-bin color
histogram extracted from frame i, the frame diffee is defined as
[Fern03]:

D; = > |Hi(j) — Hixa())| (2.1)
i=1

If D; is larger than a given threshold, a scene cut tiscteed at the
frame i+1.

Although color histogram difference is good for edir scene
changes, gradual transitions such as fade-in, datledissolve and wipe
cannot be accurately detected in the same way.

The edge detection method is used to solve thislg@mg this method
Is based on detecting edges in two adjacent imageé<omparing them.
By detecting the appearance of intensity edges frame that are far

away from the intensity edges in the previous frairghould be possible
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to detect and classify the four different typessbbt breaks [Smea99,
Gorm99].

2.4 Motion Estimation

A lot of information can be extracted from time yiag sequences of
images, often more easily than from static imageésr example,
camouflaged objects are only easily seen whenrimye. Moreover, the
relative sizes and position of objects are mordyedstermined when the

objects move. The analysis of visual motion diviohes two stages:

1. The measurement of the motion

2. The use of motion data to segment the scene istondi objects,
and to extract information, about the shape andiomoof the
objects.

There are two types of motion to consider: movenerle scene
with a static camera, and movement of the cameireceSmotion is
relative anyway, these types of motion should leestme.

However, this is not always the case, since if $hene moves
relative to the illumination, shadow effects needbe dealt with. Also,

specularities can cause relative motion withingbene [Comp87].

The Motion estimation has been wildly used in mapplications of
video processing since it provides the most essemtiormation for an
image sequence; Motion estimation is defined as pfozess which
generates the motion vectors that determine tHerdrfces between the
blocks of the current frame and the blocks of thevipus frame
[Kuan03]. One of the most common methods of moéstimation is the
Block Matching (BM); the block matching is a stardiaechnique for

encoding motion in video sequences. It aims ataiegp the motion
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between two images in a block-wise sense. The blamle usually
defined by dividing the image frame into non-ovppdeng square parts
[Gyao03, Watk94, Bolt06]. This method work on alssce of frames,
the current frame is predicted from a previous gdmown as reference
frame. The current frame is divided into macro kdypically 16 x 16
pixels in size. This choice of size is a good traffebetween accuracy
and computational cost. However, motion estimatiechniques may
choose different block sizes, and may vary the sfzée blocks within a
given frame. Each macro block is compared to a onddock in the
reference frame using some error measure, if tiseme motion between
fields, there will be high correlation between threl values. However,
in the case of motion, the same or similar pixeuga will be elsewhere
and it will be necessary to search for them by mgihe search block to
all possible locations in the search area, andb#st matching macro
block is selected. A vector denoting the displacenoé the macro block
in the reference frame with respect to the macaxlblin the current
frame is determined. This vector is known as motiector [Moti00].
Different error measures can bee used for motibmason. Among
others, the sum of absolute differences (SAD) &edminimum squared

error (MSE) are commonly used [Bane00].

2.5 Image Mining

Image mining deals with extraction of implicit knlegdge, image
data relationship or other patterns are not expligtored in images;
image mining methodology uses ideas from computsior, image
processing, image retrieval, data mining, macheaering, databases and
Al [Zhan01]. The fundamental challenge in imageingns to determine

how low-level, pixel representation contained iniarage or an image
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sequence can be effectively and efficiently proeds® identify high-

level spatial objects and relationships; typicalagea mining process
involves preprocessing, transformations and feaguteaction, mining (to

discover significant patterns out of extracted dead), evaluation and
interpretation and establishment of the final krexige. Various

techniqgues have been utilized to image mining; thegiude object

recognition, learning, clustering and classificatioFor example,

Association rule mining is a well known data minteghnique that aims
to find interesting patterns in very large databaseome preliminary
work has been done to apply association rule minimgets of images to
find interesting patterns [MaliO5].

Clearly, image mining is different from low-levebmputer vision
and image processing techniques because the foauag@e mining is in
extraction of patterns from largmllection of images, whereas the focus
of computer vision and image processing technigei@s understanding
and/or extracting specific features from a singlage. While there seems
to be some overlaps between image mining and cbhtsed retrieval
(both are dealing with large collection of image$he content-base
retrieval requires the image search engine totfiedset of images from a
given image collection that is similar to the givagurery image [Haup02];
the image mining goes beyond the problem of retgyvelevant images.
In image mining, the goal is the discovery of imgugterns that are
significant in a given collection of images. Perfiafhe most common
misconception of image mining is that image minmgothing more than
just applying existing data mining algorithms orages; this is certainly
not true because there are important differencdsvdem relational

databases versus image databases [ZhanO1]:
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1. Absolute versus relative values. In relational databases, the data
values are semantically meaningful. For example, iag35 is well
understood. However, in image databases, the dataes
themselves may not be significant unless the comsi@ports them.
For example, a grey scale value of 46 could appesdker than a

grey scale value of 87 if the surrounding contexels values are all
very bright.

2. Spatial information (Independent versus dependent position).
Another important difference between relational abases and
Image databases is that the implicit spatial inftram is critical for
interpretation of image contents but there is nchsequirement in
relational databases. As a result, image minersotigvercome this
problem by extracting position-independent featuiresn images

first before attempting to mine useful patterngrfrine images.

3. Unique versus multiple interpretations. A third important
difference deals with image characteristics of hgvimultiple
interpretations for the same visual patterns. Tiaelitional data
mining algorithm of associating a pattern to a €léaterpretation)
will not work well here. A new class of discoverigarithms is
needed to cater to the special needs in mininguugatterns from
images.

2.6 Color Image

Color is a property of light that is determined by itawelength or
by its composition as a blend of several wavelengthe range of visible
wavelengths of light is known as thwsible spectrum, or simply the

spectrum. The termcolor may also refer to a property of objects or
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materials, determined by which wavelengths of lighey reflect,
transmit, or emit. Typically only features of thengposition of light that
are detectable by humans are included, so coloralsaybe considered as
a psychological phenomenon [Colo06].

It is possible to construct almost all visible asldoy combining the
three primary colors (red, green and blue), becdluisehuman eye has
only three different color receptors, each of treamsible to one of the
three colors. Different combinations in the stintiia of the receptors
enable the human eye to distinguish approxima®3@000 colors
[Colo03].

RGB color model is an additive model in which red, green and blue
(often used in additive light models) are combimedsarious ways to
reproduce other colors. The name of the model &edabbreviation
"RGB" come from the three primary colors: Red, @Gread Blue. These
three colors should not be confused with the pyn@gments of red,
blue and yellow, known in the art world as "primanfors" [Rgb06].

Color image is a digital image that includes color informatitor
each pixel. Color image can be modeled as thred-maonochrome
image data, where each band of data correspondiffecent color. The
actual information stored in the digital image daathe brightness
information in each spectral band. When the image be presented the
corresponding brightness information is displayed tbe screen by
picture elements that emit light energy correspogdb that particular
color. Any typical color image is represented af green, blue, or RGB
images. Using the 8-bit monochrome standard as aeinothe
corresponding color would have 24 bits/pixel, whtats for each of the
three color bands (red, green, blue). Figure (Rldgtrates the typical
RGB color image. Figure (2.2) illustrates thataddition to referring to a

row or column as a vector, we can refer to the geeen, blue value as a
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color pixel vector (R, G, B)[Umba98].

a. Color image

b. Red k(r,c) c. Greeg(il,c) d. Blug(i,c)

Figure (2.1) A typical RGB color image can be thiougs three separate images:
Ir(r,c), ls(r,c) and g(r,c) [Umba98].

fal

Figure (2.2) A color pixel vector consists of thedy green, blue pixel values

(R, G, B) at one given row/column pixel coordin@te) [Umba98].

2.7 Color and Textural Features

Feature (content) extraction is the basis of cdrtesed image

retrieval. In a broad sense, features may incluath text-based features
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(key words, annotations) and visual features (¢caodotture, shape, faces).
The features can be further classified as gene@ufes and domain-
specific features. The former include color, tegtuand shape features
while the latter is application-dependent and mmagtude, for example,

features related to geometry of human faces amgfiprints. Because of
perception subjectivity, there is no single begr@sentation for a given
feature. For any given feature there exist multipeleresentations which
characterize the feature from different perspestifRui99]. Among the

general types of features are the following twoongnt types:

1. Texture feature refers to the visual patterns ttate properties of
homogeneity that do not result from the presenambf a single color
or intensity. It is an innate property of virtualyl surfaces, including
clouds, trees, bricks, hair, and fabric. It conrdamportant information
about the structural arrangement of surfaces aeid tblationship to
the surrounding environment [Rui99]. The statidtiozethods for
feature extraction are one of the early methodgpgsed in the
literatures; they used to detect texels and tregiogiship among them.
Some statistical quantities (like entropy, coriielat energy, contrast)
have been utilized to describe the statistical bienaof the textural
image [Wazi99].

Energy tells us something about how the gray levaie
distributed; it is usually determined by using tbkowing:

Energy 2 (D(I(r,c)))’ 2.9)

(re)

Where D is the difference between two pixels valod | (r, ) is

the pixel value.
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Contrast is very important measure in the imagegssing which
often determined the quality of an image [ABdl Different
mathematical definitions for contrast were appeanethe literatures
the most popular definitions are: Contrast, is difeerence in visual
properties that makes an object (or its representah an image)
distinguishable from other objects and from thekigagcund. Other
definition of contrast is the relative differenceintensity between an
image point and its surroundings.

High contrast means the difference is great; lowti@ast, means
the difference is little (e.g., image is mostly reagp of gray areas,
lacking white and/or black areas). In visual petimep of the real
world, contrast is determined by the differencetlme color and
brightness of the object and other objects withangame field of view
[Cont06].

The following equations represent how to compuéedbntrast:

G=—o (2.3)

Z I(r,c)

_ (r,c)B4q

Z I(r,c)

(r,c)B o

G

(2.4)

Where m is the mearg is the standard deviatioB; is the set of
pixels whose values are larger than the mediahebtock, B is the
set of pixels whose values are smallest than thé¢ianeof the block

and | (r, c) is the pixel value.
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2. Color features are most widely used as visual featun image
retrieval. They relatively robust to background @dication and
independent of image size and orientation, therdukiogram are one
of the most important color features. Besides thirchistogram
(which is the most commonly used color feature espntation),
several other color feature representations haea bhpplied in image

retrieval, including color moments and color s&sip9].

2.8 Histogram Feature

Color histogram of an image is produced first byiding the colors
in the image into a number of bins, and counting namber of image
pixels in each bin. The idea was proposed by Mic&aein and Dana
Ballard in 1991 and is primarily used in situationdere speed of
processing is a factor in the choice of algoritl@olor histograms are a
flexible constructs that can be built from imagesarious color spaces,
whether RGB, or any other color space of any dineenfRui99].

The most popularly used features are the coloogiaim features
because the color histogram is computationallyceffit and generally
insensitive to small changes in camera positioraffl2]. The histogram
Is a statistically based feature, where it is ussda model of the
probability distribution of the gray levels [Umbg9Birst order statistical
features are extracted from the histograms of kineet color channels
(RGB) and the grey level histogram [MariO4].

These statistical featuretescribe the gray level histogram without
considering spatial independence [Mien02]. Thet-firsler histogram
probability is [Umba98]:
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n

P(g) ="\ @5)

Where M is the number of pixels in the image or suhge (if the
entire image is under consideration then Mfd¢ an NxN image), and
n(g) is the number of pixels at gray-level g. Sahthe features based on
the first-order histogram probability are: Mean, ridace, Median,
Skewness, Kurtosis, and Energy [Mien02].

The mean is the average values, so it tells us thongeabout the

general brightness of the image. The mean can fogedeas [Umba98]:

L-1
g= >.gP(9) (2.6)
g=0

The standard deviation which is also known as thuare root of the
variance tells us something about the contrast. And defined as
follows [Umba98]:

L-1 5
Og =\/ 2. ©@-9)°P@) (2.7)
9=0

The mean absolute deviation MAD is the averagehefdifference

between pixels values and the average value [Unjba98

L-1
MAD = "|(g - 9)P(@)| (2.8)
9=0
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The shape of the boundary segment can be desajimaditatively
by using the moments; timth moment ofg about its mean can be defined
as [Gonz92]:

L-1
Ma()= 3 |9-9)"PE) 2.9)
9=0

The second moment measures the spread of the alwat the
mean value ofg and the third moment measures its symmetry with
reference to the mean. Both moment representatiody used

simultaneously to describe a boundary segment [&Jnz

Since the color images consist of three color @atred, blue,
green), so it can be treated as three gray-scadgem This approach
allows us to use any of the previously defineddysam features for three

times, one for each color component.

2.9 Clustering

Clustering is unsupervised learning of a hiddemadaincept, it
implies the division of data into groups of similalojects. Each group,
called cluster, consists of objects that are sinittween themselves and
dissimilar to objects of other groups. Clusterimfeds from classification
in that there is no target variable for clusterimpe clustering task does
not try to classify, estimate, or predict the vahlfea target variable.
Instead, clustering algorithms seek to segmentetitee data set into
relatively homogeneous subgroups or clusters, wiherasimilarity of the
records within the cluster is maximized and theilsimty to records

outside the cluster is minimized [Laro04].
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Clustering is one of the most important tasks perém in Data
Mining applications. A clustering algorithm attempto find natural
groups of components (or data) based on some sityil&he clustering
algorithm also finds the centro(tike center of mass or center of gravity)
of a group of data sets. To determine cluster meshige most
algorithms evaluate a distance between a pointlaadluster centroids.
The output from a clustering algorithm is a statedtdescription of the
clusters, centroidand the number of components in each cluster. Tibere
more than one way to measure a distance. The nomsimonly used
distance is the Euclidean measure, generally, tbtarcte between the
two points (in the feature space) is taken as anm@mmetric to assess

the similarity among the components of a population

The Euclidian distance measure between two poipts'ép, pe...)

and g = (g, p...) is [Ciuc02]:

K 2
d=\/2(pt—qt) (2.10)

t=1

Various clustering concepts have been appearetianliterature;
they can be grouped into two classes accordingheo type of the

partitioning structure imposed on the data:

1. Hierarchical clustering: the hierarchical approach produces a
nested series of partitions consisting of cluswteer disjoint or
included one into the other [Peng04]. In hierarahiustering the
input data are not partitioned into the desired Inemnof classes in a
single step. Instead, a series of successive ipaditof data are
performed until the final number of clusters isabed [Cuic02]. An

example of hierarchical clustering algorithms isi(#02]:
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a. Agglomerative: algorithms start with each object being a
separate cluster itself, and successively mergepgraccording
to a distance measure. The clustering may stop \aherjects
are in a single group or at any other point the useants.

b. Divisive algorithms follow the opposite strategy. They stath
one group of all objects and successively splitugso into
smaller ones, until each object falls in one clysieas desired.
Divisive approaches divide the data objects inodi$jgroups at
every step, and follow the same Patterns untilobjects fall
into a separate cluster.

In general, hierarchical algorithms can not provogimal

partitions for their criterion.

2. Nonhierarchical clustering (partitional clustering) [AndrO2]:
partitional clustering algorithm constructs paotits of the data,
where each cluster optimizes a clustering criterismch as the
minimization of thesum of squared distance from the mean within
each cluster.

One of the issues with such algorithms is theihlegmplexity,
as some of them exhaustively enumerate all posgiaepings and
try to find the global optimum. Even for a smallnmoer of objects,
the number of partitions is huge. That's why; comrsolutions start
with an initial, usually random, partition and peed with its
refinement. A better practice would be to run thartifonal
algorithm for different sets of initiak points (considered as
representatives), and investigate whether all swiatlead to the
same final partition. Partitional Clustering aldgbms try to locally

improve a certain criterion. First, they compute thalues of the
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similarity or distance, they order the results, gnck the one that

optimizes the criterion.

Some of partitional clustering algorithms includhee tfirst ones

that appeared in the Data Mining Community [Andr02]

a. PAM (Partitioning Around Medoids)
b. K-means

PAM is an extension tk-means, intended to handle outliers
efficiently. Instead of cluster centers, it choosesepresent each cluster
by its medoid. A medoid is the most centrally located objectidesa

cluster, the computational complexityAM is very large for large data.

K-means is an iterative, non-hierarchical algorithm foustering
very large data sets. It was developed in 1967 I3y MacQueen
[HohlO01].

The algorithm starts by partitioning the input geimto k initial sets,
either at random or using some heuristic datddntcalculates the mean
point, or centroid, of each set. It constructs & partition by associating
each point with the closest centroid. Then therogig are recalculated
for the new clusters, and these steps are repbgtatiernate application
of these two steps until convergence, which isiabthwhen the points
no longer switch clusters (or alternatively cerdsoiare no longer
changed). The algorithm has remained extremely lpopllecause it
converges extremely quickly in practice. In facgny have observed that
the number of iterations is typically much lessittiae number of points.
The quality of the final solution depends largely the initial set of
clusters, and may, in practice, be much poorer tharglobal optimum.
Since the algorithm is extremely fast, a commonhoetis to run the

algorithm several times and return the best clusidound.
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Another main drawback of the algorithm is thatasho be told the
number of clusterk to find. If the data is not naturally clustereduyget
some strange results. Also, the algorithm workd waly when spherical

clusters are naturally available in data [Kmea0O6].

The main advantages of this algorithm are its deitgland speed
which allows it to run on large datasets. Its disadage is that it does
not yield the same result with each run, since rb&ulting clusters
depend on the initial random assignments. It mazesiiinter-cluster
variance and minimizes intra-cluster variance,dogs not ensure that the

result has a global minimum of variance [Andr02].
The steps of the classic K-means clustering algariire [Peng04]:

1. Choose k cluster centers randomly generated in a domain
containing all the points,

2. Assign each point to the closest cluster center,

3. Recompute the cluster centers using the currentstesiu
memberships,

4. If the convergence criterion is met then stop; otlee go to step
2.

2.10 AVI File [Msdn98]

The Microsoft audio-video interleaved (AVI) file fmat is a
resource interchange file format (RIFF) file speefion used with
applications that capture, edit, and play back @awtileo sequences. In
general, AVI files contain multiple streams of difént types of data.
Most AVI sequences use both audio and video streansimple
variation for an AVI sequence uses video data aesdhot hold an audio

stream.



Chapter Two: Theoretical Background 29

AVI files use the AVI RIFF format. The AVI RIFF faration is
identified by theFOURCC (four-character code) '‘AVI '. All AVI files
include two mandatory LIST chunks. These chunksndethe format of
the stream and stream data. AVI files might alsstuide an index chunk.
This optional chunk specifies the location of dettanks within the file.
Figure (2.3) shows the typical structure of an AME with these

components.

RIFF 'AVI'

LIST 'hdrl’
|
LIST 'movi'

[
[idx1'<AVI Index>]

Figure (2.3) The AVI file chunks [Msdn98]

The LIST chunks and the index chunk are subchurfikbe RIFF
'‘AVI ' chunk. The 'AVI ' chunk identifies the filas an AVI RIFF file.
The LIST 'hdrl' chunk defines the format of theadand usually is the
first required LIST sub-chunk. The LIST 'movi' cthuoontains the data
for the AVI sequence and is the second requiredlL$8b-chunk. The
idx1" sub-chunk is the index chunk. AVI files mustep these three
components in the proper sequence.

Figure (2.4) show an example of the AVI RIFF forrpanded with
the chunks needed to complete the LIST 'hdrl' al®TLmovi' chunks.
For more details about the AVI file format see dppendix (A).
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‘avih'(<Main AVI Header>)

LIST (‘strl’)

'strh’(Stream header)
I

'strf '(Stream format)

'strd'(additional header data)

'strn’(Stream name)

{SubChunk | LIST (‘rec )}

SubChunk1

SubChunk?2

Figure (2.4) The LIST 'hdrl' and LIST 'movi' churikésdn98]

2.11 Image File Format

In computer graphics, types of image data are divithto two
primary categories: Bitmap and vector. Bitmap insagee represented by
the RGB color image model, where the pixel datdrit), Is(r,c), ls(r,c)}
stored successively in the file [Umba98].

The bitmap structure defines the type, width, hegigblor format,
and bit values of a bitmap [Msdn98].
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Every BMP file consists of three parts; First parthe header which
begins with abitmapfileheader which contains information about file
type and size also it specifies the location of phesl data in the file.
Image header followed thebitmapheaderfile, theimage header contains
information about the image (like width, heighgcend part is the color
palette (if it is exists) which is followed thedilheader and it contains
information about colors value of the image piahd last part is the
image data (represent the pixels values).

Most of the types of file format fall into the cgtey of Bitmap
images some of the format uses compression, sah@d(r,c) values are
not directly available until the file is decompreds some of more
complex file formats, the header may contain infation about the type
of compression used and any other necessary pamatet create the
image, I(r,c). For more information about the imdde format see the

appendix (B).
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