ABIVRACY

The process of the characteristic feature extraction is one of the
adopted techniques for the purpose of pattern recognition in the images.
The process of the characteristic feature extraction numerically is one of
the adopted techniques for the purpose of pattern recognition in the
digital images, and the process of the characteristic feature extraction
depending on the Co-occurrence matrices is one of the most important
techniques for the purpose of pattern recognition in the textured images.

This work aim to study the characteristic features for the textured
Images, eight characteristic features are selected to investigate the aim of
thiswork. These selected features are:

Maximum probability, entropy, homogeneity, cluster shade, cluster
prominence, contrast, angular second moment, and the inverse difference
moment.

In this research, the characteristic features depending on the Co-
occurrence matrix are extracted in two ways. In the first one, the
characteristic features are extracted depending on average Co-occurrence
matrices which be extracted for four angles (0° 45° 90° and 135°).
While in the second method, the characteristic features are extracted
depending on the Co-occurrence matrix for each angle of the following
angles (0°, 45°, 90°, and 135°). In this method, four values for each of the
selected characteristic features are extracted. Then the average values for
each of the characteristic features are extracted depending on the
extracted four values.

To study the effect of block size on the calculation of the statistical
characteristic features, the statistical features are calculated for the whole
image and for each block in the image after dividing the image into
blocks with block size (32x32) and for each block in the image after
dividing the image into blocks with block size (64x64). In addition, to



study the effect of quantization level on the calculation of the statistical
characteristic features three values (8, 16 and 32) of quantization level are
adopted in this research.

All the calculations are applied on the three textured images with
256 gray levels selected from Brodatz album.

The results show the calculation for most the selected features not
change except the feature of the entropy where the difference in the
extracted value of the entropy in the two ways is perceptible. This
property can be utilized to increase the discrimination power in the
classification process.



OMGRAOWLEDGHENT

First of all T would like to express my sincere
gratitude and appreciation to my supervisor Dr. Laith
Abdul Aziz Al-Ani for his able guidance, supervision and
untiring efforts during the course of this work.

My Deep appreciation goes to Dr.Taha S. Bashaga and
Dr. Venus W. Samawi for their encouragement and for all
things they did that enabled me to continue my study.

Grateful thanks to all staff and employees in Computer
Science department and Dean of the college.

Special thanks to all my friends (group of M.Sc.) for
their help, and encouragement, I don't forget them ever.

Deep gratitude to my family:

To precious mother, father and my sisters (Zainab and
Marwa) for their love and help during studying years.
Finally, grateful thanks to my uncle Dr. Naseer Al-
Samarie and My aunt Hala for their help, and love.

Sowradv
2006



Appendix A

BMP Image File For mat
BMP Image File FormgiSama99]
The BMP file format divides a graphics file intaufomajor parts, these are:

» Bitmap File HeaderThe bitmap header is 14-bytes long and is forrdatte
as follows:

UNIT  DbfType  folds the signature value 0x4d42, which identifies
thefile as BMP)

DWORD bfSize holds the file size)

UNIT bfReserved nft used, set to zero)

UNIT bfReserved nft used, set to zero)

DWORD bfOffBits  §pecifies the offset, relative to the beginning of
the file, where the data representing the bitmap
itself begins)

 Bitmap Information HeadefThe bitmap information contains important
information about the image. The windows formattfos header is:

DWORD biSize [folds the header length in bytes)

LONG  biWidth {dentify the image width)

LONG  biHeight identify the image height)

WORD biplanes

Word biBitCounti@entify number of bits/pixel in the image and thus

the maximum number of colors that the bitmap can
contain)

DWORD biCompression identify the compression scheme that the
bitmap employs. It will contain zero if the
bitmap uncompressed)

DWORD biSizelmagesgt to zero for uncompressed image, else it holds
the size (in bytes) of the bits representing the
bitmap image for compressed images)

LONG biXPelsPerMeter

LONG biXPelsPerMeter

DWORD biClrUsed

DWORD biClrimportant

» Palette (Color table containing RGB quad or RGBIéristructurethe
color table specifies the colors used in the bitnTde BMP files come
in four color formats

1. 2-color one-bit per pixel
2. 16-color four-bits per pixel




3.  256-color eight-bits per pixel
4.  16.7 million-color  24-bits per pixel

The number of bits per pixel -and hence the colmmft- can be
determined from the biBitCount shown above.

In the 2-color, 16-color, and 256-color BMP formalse color table
contains one entry for each color. Each entry $igsdhe intensities of a
color’'sred, green, andblue components and it is of 4-bytes long as shown
below:

BYTE rgbBlue
BYTE rgbhGreen
BYTE rgbRed
BYTE rgbReserved

Each color-table entry can specify a range of geglen, and blue values
from O to 255. True-color BMP files do not contamlor tables, because a
single color table with 16.7 million entries of ftbs each would require
64MB of storage space.

Bitmap Bits: The bitmap bits is the set of bits defining theage-the

bitmap itself. In the 2-color, 16-color, and 258ecdBMP formats, each
entry in the bitmap is an index to the color tabhite16.7 million-color
bitmap, where is no color table, each bitmap edirgctly specifies a
color. The first 3-bytes in each 24-bit entry sfiesithe pixel colors red
component, the second specifies green componenthantthird specifies
blue.
The bitmap bits representing a single line areeston left-to-right, the
same way that the pixels they represent line uphenscreen. The first
row pixel data in the bitmap responds to the bottom of pixels on the
screen, the second row corresponds the row of pisetond from the
bottom, and so on.

The size of one bitmap entry is determined by thmlmer of bits per
pixel as shown in the following table:

NUMBER OF COLORS NUMBER OF BITS PER
PIXEL REQUIRED
2 1
16 4 (1/2 byte)
256 8 (1 byte)
16.7 million 24 (3 bytes)
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Chapter One

Overview

1.1 Introduction

With the advent of high speed general purposealigdmputers it is
becoming possible to perform mathematical or atgoric processes on
pictorial data from images of photographic qualitg. most of these
processes, the pictorial information is represergsda function of two
variablesk,y). The image in its digital form is usually storead the
computer as a two dimensional array. Various twoatiisional analyses
are performed on image to achieve specific imagegssing tasks such as
coding, restoration, enhancement, and classificatla recent years a
tremendous amount of computer processing of phapdgr has occurred,
with facilities having been developed to procesgtlang from aerial
photographs to photomicrographs [Hara73].

Computer vision refers to the field of computeresce that is
concerned with the design and implementation obratlgms that allow
machines to simulate human's vision. Various figklated to computer
processing of images are categorized accordingedype of input it take
and type of results they produce (Table 1-1) [Nahl8

Table (1-1): Categorize of image-computer processinfNibl86]

OUTPUT
Image Description
Image Image Processing Pattern Recognition &

Computer Vision
Description | Computer Graphics Other Data Processing

—C oz
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It is clearly seen (from the table) that image pssing takes an image
as an input, perform some operation on it (such @shancement,
transformation, rotation, etc.), then produce thecessed image as output.
Computer graphics produce image according to redeidescription
information (such as: line drawing or use 3 dimenal view of an object
with effect for shading, lighting, etc.) [Umba98].

Automatic machine pattern recognition, descriptiamd classification
have become important activities in a variety ofjiaeering and scientific
disciplines such as biology, psychology, medicocwnputer vision, artificial
intelligence, remote sensing, and pattern recagnitA pattern could be
defined as an entity that could be given a namis.kpresented by a vector
of measured properties or features and their el@ronships. Pattern
recognition systems are expected to automaticdbygsdy, describe, or
cluster complex patterns or objects based on tmeiasured properties or
features. They are expected to identify a givetepatas a member of already
known or defined classes (Supervised classificationassign a pattern to a
so far unknown class of patterns (Unsupervisedsifieation or clustering).
Designing a pattern recognition system involvesftlewing main steps: (i)
data acquisition and preprocessing, (ii) represiemar feature extraction,
and (iii) decision making or clustering [Gonz00, d84].

1.2 Image Classification

The objective of this operation is to replace visamalysis of the
image data with quantitative techniques for autamgathe identification of
features in a scene.

The classification of pictorial data can be doneaoresolution cell
basis or on a block of contiguous resolution cdllse most difficult step in
categorizing pictorial information from a large bkoof resolution cells is that
of defining a set of meaningful features to destire pictorial information
from a large block of resolution cells from the ¢kof resolution cells. Once
these features are defined, image blocks can lkegaated using any one of
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a multitude of pattern recognition techniques. st important features to
be extracted about regions in pattern recognitionintage classification
problems are through their texture analysis [Alar@6094].

Texture features could be derived using varioug@ahes such as:
Co-occurrence matrices, Fourier power spectrum sigthal processing
(Gabor and wavelet transformation), correlatiortdess, structural features,
features extracted using neural networks, etc.tDtlee increasing amount of
texture features, it becomes a very hard task lecsan appropriate set of
texture features for classification purposes. Figdan appropriate set of
features-vector that represent observations witthuged dimensionality
without sacrificing the discrimination power, alongth finding the specific
features-vector that has the best discriminatiowgvohas been one of the
most important problems in the field of pattern lgsisa and texture
classification [Sama99].

1.3 Texture Analysis

Texture analysis is one of the most important teps used in
analysis and classification of images presentimetigon of fundamental
image elements. It is widely used in interpretatom classification of terra
in images, radiographic and microscopic cell imagasd many other
domains of pattern recognition [Guib88]. Texture && recognized when it
Is seen, but it is a very difficult concept to defi[Roan87]. Generally,
attributed to images containing repetitive pattemmswhich elements or
primitives are arranged according to certain plaa@nrules. Number of
times the basic pattern element repeats insidedivan area is inversely
proportional to the image resolution, which migktdefined as the distance
between the observer and the textural surface.uf@xanalysis research
attempts to solve the following problems [Gonz8iel@3]:
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-Texture SegmentationThe goal of texture segmentation is to
subdivide the image into its constituent parts ftother subsequent
processing such as texture classification.

-Texture ClassificationRefer to the problem of identifying a particular
class label of the input texture. The pattern di@assion techniques
may be applied by assuming that there is only ereite in the image
(the image being constructed from a single segndemetgion).

Texture analysis systems that are used for texulassification,
segmentation, or labeling should consist of twosglsa (i) feature extraction
phase, and (ii) texture discrimination phase.

Texture is interesting because it allows easy oiisoation of objects
from background, using local features, and globdbrimation such as
luminance [Dupa89]. The general approach to tekulassification is based
on global measures and feature extraction usihgtafistical methods (used
to describe the texture of a region; statisticalprapches yield
characterizations of textures as smooth, coarsenyetc.), (ii)structured
techniques (that deal with arrangement of image primitivesisias the
description of texture based on regularly spacedlighlines)[Shou05].

Statistical methods for feature extraction are ohéhe early methods
proposed in the literature. It is used to detegelte (texels are the basic
primitives from which the texture is constructed oomposed) and
relationships among them. Such measures includeomnt energy, and
correlation based on gray tone Co-occurrence nestf6ama99.

1.4 Review of Previous Studies

Several researches in the field of pattern recagniieveloped texture
classification system. The scope of this survelinted to the researches
that works of image classification with texture lgses, some of the previous
studies are tabulated as follows:
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Robert M.
Haralick,

1973
[Hara73]

Patrick C.
Chen,

1978
[Chen78]

L.S. Davis,
1979
[Davi79]

Described some easily computable textural featurdsased on gra
tone spatial dependencies, and illustrates their ggbication in
category identification tasks of three different khds of image data
The data set was divided into two parts, a trainingset and test se
The results showed that the test set identificatiormccuracy is 89
percent for the photographs, 82 percent for the aéal photograph
imagery, and 83 percent for the satellite imageryThese results
indicate that the easily computable textural featues probably have
a general applicability for a wide variety of image classification
applications.

Applied split and merge segmentation algorithm bask on Co-
occurrence matrix, this combination is took in onedirection. It is
first evaluated on a set of regions forming two lesls of the
guadratic picture tree. This work showed the combiation of the
Co-occurrence matrices as a texture features with gplit and merge,
algorithm.

Described Generalized Co-occurrence Matrices (GCMjor texture
discrimination. They do not describe texture direcly but rather
describe the spatial arrangement of local image féares such ag
edges and lines. The description of (GCM) is basedn three
attributes: image feature prototype, spatial prediate and prototype
attribute. The prototype is regarded as the structual definition of
the image features of interest. The authors comparethree
prototypes, namely pixel intensity, edge pixel, aneéxtended edge
For each of the three categories, their spatial paicates are defined
The following features are extracted from GCM: contast,
uniformity, entropy, and correlation. In their first study,
classification experiments are performed on 30 temte samples
They found by comparing with the Co-occurrence matix
approach, their method performs much better (an aveage of 60
percent versus 43 percent for single features, ar@B percent versug
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:I 43 percent for pairs of features).

Michal Unser,
1986
[Unse86]

Roan, ggarwal,
and Matrtin,

1987

[Roan87]

He, Wang, and
Guibert,

1988
[Guib8g]

Laith A-A. Al-
Ani,

Proposed a simplification of the very popular greytevel dependencg
method for texture analysis. The usual Co-occurrere matrices are
replaced by their associated sum and difference hegram. Two
maximize likelihood texture classifiers have beemtroduced. The
first one considers the sum and difference histogm as the
component of feature vector. The second classifies based o
global measurements extracted from the histograms.The
experiment results indicate that sum and differencdistograms are
almost as powerful as Co-occurrence matrices for xéure
discrimination.

Developed a method that classifies textures at ddfent resolutions.
The statistical features used for classification a derived from the
Fourier power spectrum and Co-occurrence matrices. The
relationships between feature properties and imageesolution were
studied. Four types of texture features were calcated and used af
the basis for a “leave-one-out” classification scime. The texture
feature types, power spectrum (the intersection beteen rings and
edges), Co-occurrence features (contrast, entropgnd uniformity)

were selected. The classification scheme incorpoest “confidence”
levels from the various measures. The experimenta¢sults indicate
the effectiveness of the classification process meveral texture
classes with the added dimension of resolution vaation.

Presented a new approach for texture discriminatiorbased on a
algorithm that automatically selects the texture features bes
suited to a particular classification problem. Three sets of texture
features from Co-occurrence matrix with different displacements
and from its Fourier transforms, have been computedin all, 173
texture features for each (3%32) sample image were used wit
statistical classifiers. The mean recognition ratevas 95%. This
approach could be used to classify images of varisutextural
properties.

Adopted Texture classification technique based on he Co-
occurrence matrices. A set of 13 textural featuresextracted from
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1996
[Alan96]

Ban Abdul
Razzak,

1997
[Razz97]

Venus W.
Samawi,

1999
[Sama99]

C. Rosenberger
1999
[Rose99]

P. Dulyakarn,
2000
[Duly00]

Co-occurrence matrices have been investigated andsed to
discriminate image regions extracted from the splitand merge
technique.

This research implemented image regions classifigah for
remotely sensing image, with two different supervied classification
methods; i.e. minimum distance method and texture ethod. The
first method adopted some useful statistical featws; the secon
"texture method" utilized the power of the Co-occurrence matrices
to classify image regions.

Proposed a method for the classification of naturalextured image,
using neural networks, and suggested the best neuraetwork
architecture leading towards the goal of high accluacy texture
image classification. Five different feature sets fo features
(statistical, spectral, direct features, or the coiination of statistical
and spectral features) were used to train a numbeof texture
classification neural networks to find the best fere set that could
be used to discriminate texture images and improvéhe overall

performance. From the experimental result it was fand that
training a neural network texture classifier using statistical,
spectral features are improves the texture classdation results.

Studied and analyzed the complementarities of soméexture
attributes and in the other hand, quantified their efficiency through
experimental results in texture recognition. He als presents &
texture model derived from the Wold decomposition bthe 1D
autocorrelation function.

Described a comparison study of two texture featurederived from
gray level Co-occurrence matrix and Fourier transfem. By
comparing results between these two texture featusehe showe(
that the feature derived from gray-level Co-occurr@ce matriceg
give the better result than Fourier transform.

The purpose of this work was to apply and test Har&ck's Gray
Level Co-occurrence Matrix (GLCM) technique for automatic
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A. Usinskas,
2002
[Usin02]

M. Sharma,
2002
[Shar02]

M. Wilkinson,
2003
[WilkO3]

Alyaa H. Ali,

2004
[Ali04]

calculation and segmentation of the ischemic strokgolume from
images. For this task, the 3- nearest neighbor's adsifier was
trained to perform stroke and non-stroke area clasfication. The
segmentation and classification results were compad versus &
manual segmentation. Approximately half of the autmatically
computed and segmented stroke volumes from imagesfdred less
than 15 % from the corresponding manually segmentedstroke
volumes.

In this work five different feature extraction methods have bee
evaluated. These are auto-correlation, edge Frequey, primitive-
length, Law’s method, and co-occurrence matrices. He results
showed that the Law’s method and Co-occurrence maitt method
yield the best results. The overall best results arobtained whe
they used features from all five methods. Resultsra produced
using leave-one-out method. The results showed thahere is
considerable performance variability between the vaous texture
methods.

Present multi-resolution method for use in texture classification,
connected operator similar to the morphological hatransform is
defined, and two scale-space representations are itiu The most
important features were extracted from the scale spes b
unsupervised cluster analysis, and the resulting pi@rn vectors
provided the input of a decision tree classifier.tl obtained 93.5%
correct classification for the Brodatz texture datdnase.

A digital image system was suggested to define tihegions of cold
and high clouds. The classification process was algd by using the
K- mean clustering algorithm. The textural analysisis used where
six parameters are calculated from the Co-occurreree matrix.

These parameters were inserted in the Clustering niieod. The best
classifier feature is the angular second moment. hused the
angular second moment with any textural feature; giea good resul

of the cloud classification, since the angular sescd moment gives
indication on the cloud homogeneity

Investigated the application of an efficent optimization method,
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2005 known as Particle Swarm Optimization (PSO), to thefield of

[Omra05] pattern recognition and image processing. First alastering method
that is based on PSO is proposed. The applicatiorf the proposed
clustering algorithm to the problem of unsupervisedclassification
and segmentation of images is investigated. A newtamatic image
generation tool tailored specifically for the verifcation and
comparison of various unsupervised image classifitan algorithms
is then developed. A dynamic clustering algorithm Wich
automatically determines the "optimum" number of clusters and
simultaneously clusters the data set with minimal ser interference
is then developed. Finally, PSO-based approacheseaproposed tg
tackle the color image quantization and spectral. bFmixing
problems. In all the proposed approaches, the inflence of PSQ
parameters on the performance of the proposed algdhms is
evaluated.

1.5 Research Objective

This project aimed to extract and analysis somethef extracted
characteristic features from some of the texturedges depending on Co-
occurrence matrix. The process of feature extractdl be passing in two
ways.

This study will be taken in the consideration tlfifee of block size

and the quantization level on the behavior of tkteagted features.

This study can be led us to the way which can beeased the discrimination
power in process of pattern recognition.
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1.6 Chapters Overview

In this section, the contents of individulépters of this thesis are briefly
reviewed:

* Chapter two (Texture Analysis) consists of all noelblogy deals
with image classification and details of texturealgmis, texture
features with statistical classifier.

 Chapter used three (System Development and Impletinem)
describes image data used, then applied Co-oca#rematrices
classification, and then selected feature setsafgator comparison.

» Chapter four (Conclusions and Suggestions for EutWork)
concentrates on conclusions with recommendationghfe future
work.



Chapter Two

Texture Analysis

2.1 Introduction

Texture is an important characteristic fog inalysis of many types of
images. It can be seen in all images from multegpé scanner images
obtained from aircraft or satellite platforms (wi¢he remote sensing
community analysis) to microscopic images of caltures or tissue samples
(which the biomedical community analysis), it haswide range of
applications. Millions of digital images are creht#roughout the World
Wide Web, digital cameras, different kinds of sessmedical scanners, etc.

In a search for meaningful features for déstg pictorial information, it
is only natural look toward the types of featurdschi human beings use in
interpreting pictorial information. Spectral, tesdlj and contextual features
are three fundamental pattern elements used in mumberpretation of color
photographs [Hara73].

*Spectral Features:-Describe the average tonahti@ms in various bands of
the visible and/ or infrared portion of an electegnetic spectrum.

*Textural Features:-Contain information about thatsl distribution of tonal
variations.

«Contextual Features:-Contain information deriveshf blocks of pictorial

data surrounding the area being analyzed

2.2 Texture
Quantitative study of images is often concernedhwdur types of

parameters, which are of fundamental importances&lare Contrast (Is very

11
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important measure in image processing which ofeterdhine the quality of
an image, Color (Add more useful discriminatoryommhation to the image),
Shape (Is a measure which is used in recognizegahous object contained
in an image), and Texture (Describe the spatidridigion of tonal value
within band and provide useful information for perhing automatic

interpretation and recognition) [Alan96].

Although texture can be recognized when it is séaa very difficult to
define. This difficulty is demonstrated by the nwenlof different texture
definitions attempted by vision researchers. THiewong are some of these

definitions:

*“A region in an image has a constant texture ffea of local statistics or
other local properties of the picture function eomstant, slowly varying, or

approximately periodic.” [Tuce93].

*“The image texture we consider is nonfiguratived arellular. An image
texture is described by the number and types dfotsal) primitives and the
spatial organization or layout of its (tonal) prives. A fundamental
characteristic of texture: it cannot be analyzettheut a frame of reference of
tonal primitive being stated or implied. For anyogth gray-tone surface,
there exists a scale such that when the surfaeeaisiined, it has no texture.
Then as resolution increases, it takes on a fireute and then a coarse

texture.” [Hara79].

*“The notation of texture appears to depend upoeetingredients: (i) some
local ‘order’ is repeated over a region which igg&ain comparison to the
order's size,(ii) the order consists in the nonmndarrangement of

elementary parts, and (iii) the parts are roughtyfarm entities having
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approximately the same dimensions everywhere withéntextured region.”
[Tuce93].

These definitions of texture indicate that a keynpof texture definition
Is that the basic pattern elements (texels) mugeapwith a characteristic
repetition inside a given area [Roan87].

Image texture, defined as a function of the spataiation in pixel
intensities (gray level) which is useful in a véyief applications [Sonk98].
One immediate application of image texture is tkheognition of image
regions using textural properties. Texture propsréire used to discriminate:
(i) one object from other, (ii) an object from bgokund, (iii)) to draw
inference about 3D world. For that, any machineonisystem must be able
to deal with texture [Jain94].

Among the main tasks of texture analysis are setatien and
classification. The typical approach to texturemsegtation or classification
consists of two phases:

*First phase: textural features are computed aviecal neighborhood of a
pixel. The features may be local statistics in cafsetatistical methods, or

parameters of an underlying model in structuralhoes.

«Second phase: a suitable clustering or classificaalgorithm including
neural networks, is used to cluster or classifydktrnal pattern vectors. In
texture classification task where the texture ocatieg are known, a
supervised classification technique can be usedatssify a pattern vector.
When textural categories are unknown, an unsupevislassification

(clustering) technique can be used to classifyteepavector [ferr02].
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This chapter reviews and discusses various aspédexture analysis.
The concentration is on the various methods ofufeatextraction and

classification.

2.3 Taxonomy of Texture Models

Identifying the perceived qualities of texture miemage is an important
first step toward building mathematical modelstxture. In spite of the fact
that there is no general definition of texture tie& has number of properties

that are assumed to be true. These propertieJace93]:

*Texture is a property of area. So texture is aexdoal property where its
definition must involve gray values in spatial rfdgrhood. The size of this
neighborhood depends upon the texture type, or cfizgimitive defining

texture.

*Texture involves spatial distribution of gray é&s. Thus, two-dimensional

histograms or Co-occurrence matrices are reasotatilere analysis tools

*Texture in an image can be perceived at differecdles or level of
resolution. For example, consider the texture gmeed as formed by the
individual brick in the wall; the interior detaila brick are lost. At higher
resolution when only a few bricks are in the fiafl view, the received

texture shows the details in the brick.

A region is perceived to have texture when thmlmer of primitive objects
in the region is large. If only a few primitive @lgfs are presented, then a
group of countable objects is perceived instead t&xtured image. In other
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words, a texture is presented when significantviddial “forms” are not
presented.

Uniformity, density, coarseness, roughness, redylarlinearity,
directionality, frequency, and phase, are imporpaaperties used to describe
textures. Some of these properties are not indegpgnd=or example,
frequency is not independent of density, and thection property only
applies to directional textures. The fact that pleeception of texture has so
many different dimensions is an important reasoty Witere is no single
method of texture representation that is adequatedriety of textures. For
that, different types of textures may need différfeatures to represent and

classify them.

2.4 Texture Problem

Texture processing problems can be divided inttufeaextraction, and
discrimination. Various methods for extracting teetfeatures can be applied
in four broad categories of problems: texture seagat®n, texture
classification, texture synthesis, and shape frextute. The concentration is
on texture segmentation and classification. Théowohg is a review for

these two areas [Gonz87, ShouO05]:

2.4.1 Texture Segmentation

Segmentation is the process that subdivides andnmdg its constituent
parts or objects [Gonz87]. One does not need tavkmbich specific textures
exist in the image in order to do texture segmestatill that is needed is a
way to tell that two textures (usually in adjaceagions of an image) are
different [Chel93]. Segmentation is a difficult,tyeery important task in
many image analysis or computer vision applicatiddgferences in the
mean gray level or in color within small neighbaods alone are not always

sufficient for image segmentation. Rather, one thaely on differences in
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the spatial arrangement of gray values of neigimgopixels (i.e. difference in
texture). The problem of segmenting an image base@éxture segmentation

properties is referred to as the texture segmemtg@tioblem [Jain94].

2.4.2 Texture Classification

Texture can be considered to be repeating pattdricecal variation of
pixel intensities. Despite its importance and uliygin image data, a formal
approach or precise definition of texture does @xst, it is one of those
words that we all know but have a hard time definiwhen two different
textures seen, one can clearly recognize theiraitnes or differences, but
may have a hard time verbalizing them. Texturesniyaiould be used to
[Sali05]:

1. Discriminate between different (already segm#&ntegions or to classify
them,
2. Produce descriptions so that textures can biedaped, and

3. Segment an image based on textures.

Texture classification involves deciding to whakttee category an
observed textured region or pixel belongs. In otdeaccomplish this, one
needs to have a priori knowledge of the classdsetoecognized. Once this
knowledge is available and the texture featureseatected, one then uses
classical pattern classification techniques to ldssification. Thus, standard
pattern classification techniques may be appliedht image pixels. The
three most well known models for designing a cfasgion system are:
statistical, syntactical or structural, and art#icneural networks methods,
the concentration will be on statistical classHie$tatistical classifiers are of

two basic categories: supervised and unsupervissdification [Sama99].
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*Supervised Classification

There are a number of separable pattern cover resges.
Automatically, separating these patterns is peréatioy estimating some of
the statistical properties within a series of teatgs. In fact, each of these
templates represents an ideal pattern. So individixals can be compared
with each template to determine the closest makdrch pixel is then
assigned to a class representing the most sinsilaplates. With supervised
classification, the analyst defines on the imagenall area, called a training
site, which is representative of each class. THeevaf each pixel in a
training site is used to define the decision sp@acethat class. After the
clusters for each training site are defined, thamater then classifies all the

remaining pixels in the image [Jano01].

e Unsupervised Classification

Unsupervised classification is a method which @rama large number
of unknown pixels and divides into a number of sék based on natural
groupings present in the image values. Unlike suped classification,
unsupervised classification does not require atalyscified training data.
The basic premise is that values within a givenecdype should be close
together in the measurement space (i.e. have signky levels), whereas
data in different classes should be comparativedyl geparated (i.e. have
very different gray levels). The classes that tesulfrom unsupervised
classification are based on natural groupings efitiage values, the identity
of the class will not be initially known, must coarp classified data to some
from of reference data (such as larger scale inyageaps, or site visits) to
determine the identity and informational valuestta# classes. Thus, in the
supervised approach, to define useful informati@iegories and then

examine.
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Their reparability; in the unsupervised approachdbmputer determines
spectrally separable class, and then defines thé&rmation value, the
analyst attempts a posterior to assign these @air spectral classes to the
information classes of interest. This method isjally, used when less is

known about the data before classification [Jano01]

2.5 Feature Extraction

Feature extraction refers to the process of findengnapping that
reduces the dimensionality of the patterns by ektrg some numerical
measurements from raw input patterns [Seti97]slialiso defined as the
process of forming a new “often smaller” set of tiwas (refined
representation) from the original feature set. t@aéxtraction can avoid the
curse of dimensionality, improves the generalizaability of classifiers, and
reduces the computational requirements of the ifikisgviao94].

There is no well-developed theory for feature eottoa; most of these
features are very application oriented and oftamdéoby heuristic methods
and iterative data analysis. Number of factors khooe taken into-
consideration before choosing the appropriate iegrmethod for feature
extraction. Some of these factors are: (i) theulieaextractor should provide
a high compression ratio (to reduce the classioatomputational time), (ii)

the extracted features must be independent of olassoership.

Many types of representations and features have Ipeeposed for
attempting to maximize the classification task watminimal set of compact
discriminates. To discriminate images with diffaréextural characteristics,
it is essential to extract texture features thatstmocompletely embody
information about the spatial distribution of ingély variations in each
image. These features can be extracted eithetrtlgifemm image statistics or
spatial frequency domain [Andr02, Guib88].



Chapter Two: Texture Analysis 19

Classically, figure (2.1) shows the major categ®mftexture measure

methods which have been identified: structuratjstaal.

Feature
Measures
Structural Statistical
Moments ofintensity Autocorrelation Co-occurrence Matrices

Figure 2.1: Major categories of features for textue identification [Andr02]

2.5.1 Structural Approaches

A first way of defining the texture in a regiontesdefine a grammar for
the way that the pattern of the texture producessire.
The basic scheme is to build a grammar for theutexand then parse the
texture to see if it matches the grammar. The idaa be extended by
defining texture primitives, simple patterns fronmigh more complicated
ones can be built. The parse tree for the pattemparticular region can be
used as a descriptor. For example: suppose théawe a rule of the form
S-aS, then three applications to this rule wouldd/ible string “aaaS”. Let
“a” represent a primitive (let it be a circle) aaslign the meaning of “circle
to the right” to a string of the form “aaa....”etnthe rule S aS allows us to

generate a texture pattern of the form shown ure2.2) [Gonz87].

O COOO0O

(@) (b)

Figure2.2: (a) Texture Primitive. (b) Pattern Geneated [Sama99]
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2.5.2 Statistical Approaches

One of the defining qualities of texture is thats distribution of gray
values. The use of statistical features is theeetore of the early methods
proposed in the machine vision literature [Tuce93}ince textures may be
random, but with certain consistent properties, oneious way to describe
such textures is through their statistical propsttitextural properties are
characterized by statistics derived from gray-ledistributions or from the
textural local feature distributions, moment ofemsities, autocorrelation
features, and Co-occurrence matrices approachestharemost popular

statistical features[ferr02].

The moments beyond this are harder to describéivgly, but they can also
describe the texture.

* Gray-level Co-occurrence Matrices

An important and powerful statistical texture amsayalgorithm is the
Co-occurrence matrices [Alan96]. It is statistivaly to describe shape by
statistically sampling the way certain gray-levetur in relation to other
grey-levels [Web3].

One aspects of texture is concerned with the dpdisaribution and
spatial dependence among the gray tones in loeal ar

The Co-occurrence matrix is a two dimensional lgston of a number of
times that pairs of intensity values occur in giv@atial relationship. In
1973, Haralick, et.al. have utilized extended bk size (64x64) for
imagery that were quantized into 16 levels. Hakalit979) proposed a
variety of measures to extract useful textural nmfation form the Co-

occurrence matrices.
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The Co-occurrence matrices are constructed by densg that every
pixel have eight neighbors (horizontally, vertigathnd diagonally at 45
degrees), see figure (2.3) a. It is also assumattiie matrix of relative
frequencies of gray levels Co-occurrence can spdtié texture-context
information. Some of the texture measures can hairdd from these
matrices like homogeneity and the contrast [Web1].

Suppose an image to be analyzed is rectangulanasdresolution cells
in the horizontal direction and resolution celtsthe vertical direction.
Suppose that the gray tone appearing in each tesolcell is quantized to
levels, in order to keep the size of the Co-ocaweematrix manageable
since pixel amplitude is re-quantized over the eafg=a,b<=1.during the
computation four brightness value spatial depenglenatrices are derived,
each matrix correspond to the spatial dependermygatertain orientation
(0°, 45°, 90°, 135°), see figure (2-3)b.

5 (i.)) 1 —> 0°

(L)) 7
~N

(@) 3 2 135° | 90° | 45°

() (b)

Figure 2.3:(a) The neighbor's index of the pixelsi eight directions. (b) The angels.

The texture is specified by the matrix of relatifrequencies of Co-
occurrence p(i,)), which indicate the number of demthat each two
neighboring pixels of an image, separated by aadc (d), will have gray
tone (i) for one pixel and (j) gray tone for théhet pixel, matrix A, Such

matrices of gray tone spatial dependence frequeraie the function of the
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angular relationship between the neighboring pjxatswell as a function of

the distance between them [Alan96].

Matrix A-general form of any gray tone spatial dep@dence matrix (i, j) stands for number of
times gray tones (i, j) has neighbors.

0 1 2 3

0 | #(0,0)| #(0,1)| #(0,2) | #(0,3)

1| #(1,0)| #(1,1)| #(1,2)| #(1,3)

2 #(2,0)| #(2,1)| #(2,2) | #(2,3)

3| #(3,0)| #(3,1)| #(3,2) | #(3,3)

The Co-occurrence matrices are based on the repeateirrence of the
gray-level configuration in the considered texturhis configuration varies

rapidly in fine textures, more slowly in coarsettars.

As very simple example, if a small segment of atdigmage quantized
into four gray levels (0-3),matrix (B), the numlzgradjacent pixels with gray
levels i and j is counted and placed in element @Gf the gray spatial
dependency matrix (A). Four type of adjacency dagans may useg=0°,
45°, 90°, 135°),matrix(C), for example the elem@nh0) atb=0 and d=1 is
the number of times a pixel with gray scale valug lBorizontally adjacent to
another pixel of value 0, counted from left to tigis well as right to left)
[Jano01,Davi79].
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0011
0011
0 2 2 2
2 2 3 3

Matrix B-gray level image

4 2 1 0 21 30
A(L00)=[%*°0 Al 4592 210
1 0 6 1 310 2
0 0 1 2 00 20
6 0 2 0 4 1 0O
A(1,900° 420 A(1,135°) 4+ ¢ 29
2 2 2 2 0 2 4 1
00 20 0010

Matrix C- the Co-occurrence matrices for the fouemtations ©=0°, 45°,
90°, 135°) and distance =1.

It is often convenient to normalize the Co-occuceematrices. When the
relationship is the nearest horizontal neighbod(é=0) there will be 24, -

1) neighboring resolution cell pair on each row, ahdre areN, rows,

providing a total o2N , (N, -1). The normalized Co-occurrence matrices

P,(,]j,6) Is Then

PN(i,j,e):NiP(i,j,g) ......... 2-1)

6
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2N, (N, -1) 6=0
N, =| 2(N, -1)(N, -1) 6=45 &135
2N, (N, -1) 6 =90

The Co-occurrence texture features are computech fspatial gray
dependence. Matrix (p) contains the relative fregies with which two
pixels (one with gray level value i and the othathvgray level j) separated
by distance d at a certain an@eoccur in the image. It is important to note
that when computing Co-occurrence features frongesawith relative high
number of possible pixel intensity values (e.g.)25Gs not wise to use all
possible discrete signal levels. If all originalensity levels were employed,
the derived texture information could be easilyridd by a noise in the
image. The major difficulties in using Co-occurrenoatrices is their large

dimension, this can be overcome by coarse quaitizgklan96].

Hence it is preferable to transform the origindemsity values into a
smaller number of possible levels via a quantizatiethod [Web2].
Quantization has two types these are divided into:

» Uniform Quantization: In order to be in a form sike for computer
processing, an image function f (x, y) must betdigd in amplitude
and it is called gray-level quantization.

* Nonuniform Quantization: For a fixed value of N (NxN size of
image), it is possible in many cases to improveappearance of an
image by using an adaptive scheme. When the nuofbgray levels
must be kept small, it is usually desirable to usequally spaced

levels in the quantization process .
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The texture classification can be based on cri{ée@tures) derived from
Co-occurrence matrices [Sama99].

If an image region contains fine texture, tlkewrence matrix of pair of
pixels will tend to be uniform, while for coarsectigre the matrix values will
be skewed toward the diagonal of the matrix. Ustagistics derived from
the Co-occurrence matrix Haralick in 1973 performad number of
identification experiments on a set of imagerys fiound many properties for
the matrix P are obvious from the way it is consted:

1 .Its diagonal elements are approximately equéheoareas of regions with
the p(i, j) element (i=j) equal to the area of tag whose pixels have value i.
2. The off diagonal elements have values approxinagual to the length of
the boundaries between regions with p(i,)) elememual to the contour

length between regions whose pixels have valué j.an

For image with low contrast, elements far from tha&gonal should be
zero or very small, while the opposite will be tfee high contrast images
[Ali04].

2.6 Statistical Texture Features

Haralick (1973) have proposed a variety of measuhzd can be
employed to extract useful textural informationnfr@o-occurrence matrices.
The equations which define a set of 13 measuresxtfral features are given
in last section. Some of these measures relatespgxific textural
characteristics of the image such as homogeneatyrast, and the presence
of organized structure within the image. Other meas characterize the
complexity and nature of gray tone transition whadcur in the image. Even
thought these features contain information aboettéxtural characteristics
of the image, it is hard to identify which specifiextural characteristic is

represented by each of these features. The Co+ecoa matrix p(i,j) is the
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(1,])th element of the given quantized matrixsze (NgxNg), normalized
by the total number of paired occurrences. Fdrasen distance (d) we have
four angular gray tone spatial dependency matritee.mean and the range
of these features, averaged over the four valumapuase the set of features
which can be used as inputs to the classifiersi@é

The spatial gray-level Co-occurrence matrix estesatnage properties
related to second order statistics. A set of texfeatures can be computed

from Co-occurrence matrix, these descriptors ineliitara79, Guib88]:

1.Maximum Probability (MPR):
P'Rzrq’zjax Py (i, ) (2.2)
2. Element Difference moment of order K (EDM):
EDM=Y3 i) p.01)  (23)
3.Entropy (ENT):
ENT= —ZZ p,logp,(i.i) (2.4)

4.Homogeneity (HOM):

HOM=% 5" 1p+0;i(" J'j) (2.5)

il
The value of the local homogeneity is high whendtegonal concentration

is high.

5.Energy or Uniformity (ENE):

ENEY S ) O
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6.Correlation (COR):

D> (- 1) #,)PG )
COR=_ 2.7)

0,0,

Where py, u, are the mean, ara, o, are the standard deviations of{p4nd

P @), wherer,(x) => P,(x,j), and P(y)=> P(i,y). Since the Co-occurrence
i i

matrix is square matrix oyx=0,, anduy = p,

7.Cluster Shade (CLS):

CLSEX(i+j-Mx ~My)°P(i.})  (2.8)

8.Cluster Prominence (CLP):

CLPX > (i+j-M, -M,)* P(, j) (2.9)

WhereM, :ZZiPG, j), andM, :ZZjP @i, j)

9. Contrast (CNT):
CNT= > (i, i) pli. i) (2.10)

This is the moment of inertia of the matrix aroutsdmain diagonal. It is

a natural measure of the degree of spread of thexmalue.
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10. Angular Second Moment (ASM):

ASMEY, o, j)’ (2.11)

The Angular Second Moment features are a measunerabgeneity of
the image. In a homogeneous image there are vernd@ninate gray tone
transition. Hence the matrix for this type of imagéd have fewer entries of

large magnitude and vice versa.

11. Inverse difference Moment (INV):

WY ey e

The value of the local homogeneity is high when tili@gonal
concentration is high .

The Co-occurrence features suffer from a numbediffitulties, these
are [Tuce93]:

1. There is no well-established method for selecting tisplacement
vector d; computing Co-occurrence matrices foreddht values of d is
not feasible.

2. For a given d, a large number of features candomepated from Co-
occurrence matrix. This means that some sort ofufeaselection

method must be used to select the most relevanirésa

The Co-occurrence matrix-based features have besranly used for

classification tasks and not for segmentation t§Blse93].
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System Development and Implementation

3.1 Introduction

The theoretical concepts of texture analysis arabarclassification were
discussed in the previous chapter. This chapteleioted to describe the
computer programs design and implementation tor dfffe facilities, which
may be required to perform the classification pssce

To perform the texture classification process,dhextured images from
Brodatz album are chosen and implemented for timpgse. These are (D17,
D18, and D84) as shown in figure (3-1). Each ofséth@mages has been
digitized into 12&128 pixels of 256 gray-level. The screen imagealst-
map (BMP) type. A detailed description of the BMI@ format is presented
in the Appendix (A).

D17 D18 D84
Figure (3-1): The three textured images used as tawaterial

The system was implemented and written usisgal Basic version 6.0
on a personal computer (Pentium IV processor wit RAM and 20 GB

hard disk that works under windows XP).
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3.2 Features Set

The goal in image analysis is to extract data usédu solving
application based problem. This is done by intelidy reducing the amount
of image data with the tools have explored. A feattector is one method to
represent an image, or part of an image objectinbyng measurements on a
set of features. Therefore, finding a specific deas-vector that has the best
discrimination power has been one of the most itgmbrproblems in the
field of texture analysis and image classificatidhe statistical features is
one of the most important features that is usex/&duate the performance of
Co-occurrence matrices for solving texture clasatfon problem, thus, the

statistical feature is adopted in work.

 Statistical Feature Set

The texture statistical features are known to dantsignificant
discriminatory information for image classificatioBome of the commonly
used statistical features are based on gray-lev@dCurrence matrix. In this
work the statistical feature is extracted for difiet window sizes (sub-image
of size MxM) with different quantization level. The head lired the
presented work can be summarized by the followivmyrhodules:
Module-1: For each image, the Co-occurrence matrix P igaetad with
different quantization level&, 16 and 32; eight statistical texture features are
calculated depending on the extracted Co-occurremateix P. These eight
statistical texture features which are chosen aogted in this work are:
1. Maximum probability 2.Entropy 3. Homogeneity
4. Cluster-Shade 5. Cluster-Prominence  6ti@en

7. Angular Second Moment. 8. Inverse Difference Matn

These statistical features are defined in eq'9,(R224), (2.5), (2.7), (2.8), (2.
9), (2.10), and (2.11) respectively.
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Module-2: In this module the same procedure presented inlsist applied
but with different block size MM of the original image (the original image
Is divided into sub images with block size 32X 32 &4 X 64), then the Co-
occurrence matrix P is extracted for each blocle,sthen the selected
features (presented module-J is calculated depending on the extracted Co-

occurrence matrix P.

3.3 TICS System Structure

The features extraction is performed through thex ugerface. The user
interface includes two choices, through which tlserucan perform the
following operations (see figure (3-2)):
*Apply Co-occurrence matrix on original image.

*Apply Co-occurrence matrix on sub images.

User Interface

Module-1 Module-2
Co-occurrence Matrix on Co-occurrence Matrix on
Original image Sub Images
v
Module-3
Statistical features
extraction

Figu(d-2): The Main Modules

When applying Module-1 and Module-2, one can makemparison and the

analysis between the results by extract featuoes fnodule-3.
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3.4 The Design Approach

For a typical texture classification systeng tietermination of the class is
one of the aspects of overall task. Texture clesdibn system generally
contains several modules.

In this work, a Texture-Image Classification s&m "TICS" was
implemented by using Co-occurrence matrices algaritDuring the early
stages of the system design, the designer neesigetfy the input image
format (to analyze the input image and extractitieege-data), determine the
feature set that should be calculated (from imag@)d Finally, specify the
Co-occurrence matrices (using new way to calcuthee features set and
comparing the results).

Considering the above argument, TICS was coc&d using number of
modules, each module performs specific task. Cillely, these modules
combine to perform the overall texture classificattask (using the selected
features). From the functional point of view, TIC&sists of seven modules
(see figure (3-3)).

User Interface

Module-1 Module-3
Image Co-occurrence
Representation Matrices
Module-2 Module-4
Image Image
Quantization Normalization
Module-5 4 Module-6
Feature Module-7 Display Image
Extraction Image Blocking

Figure (3-3): Texture Image Classification SystemTICS) Sub Modules.
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The Flow Control of TICS is presented in Fig(3e4).
User Interface

T

Image Analysis Image Analysis
Quantization > Ouantlfatlon
v Blockina the imaaqe
Co-occurence Matricies l

Co-occurence Matricies

v l
Normalization
Normalization

' |

Feature Extraction Feature Extraction
Apply Apply
For ea(_:h four To Average For each four To Average
Matrices Matrix Matrices Matrix
Summation Summation
Four results Four results

N\

Comparator Comparator

Comparator

Figure (3-4):Flow Control of TICS
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3.4.1 Module-1: Image Representation

Scanners are capable of producing imagesseptation in a variety of
formats. One of the most popular of these formatshe bit-map (BMP)
format. BMP files consist of three parts (the dethistructure of the BMP
files is shown in appendix A). These three partsherader (provides essential
information about the image such as image-widtlageaheight, number of
bit/pixel, and a pointer to the beginning of theage-data), color palette
(represent the intensities in red, green, and PR®@B)), and image-data
(represents the pixel values). In the present vaorly the gray images are
adopted .

Image representation module concerned witllyaing the image file to
get information about the input image (image-widthage-height, and the

image-data), and pass this information to the nedules.

3.4.2 Module-2: Image Quantization

The main draw back in using the spatralydevel dependence method
Is the large memory requirement for storing the dCodrrence matrices.
Sometimes the Co-occurrence matrices used forrexdoaracterization are
more voluminous than the original images from whtbley are derived.
Quantization process overcomes this problem. Fos tleason image
guantization process is adopted in this work.

Image quantization is the process of reducing ithege data by
removing some of detail information by mapping grewf data points to a
single point. This can be done to the pixel valinesnselves. In the present
work the gray level reduction is achieved by takiing data and reducing the
number of bits per pixel.
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3.4.3 Module-3: Co-occurrence Matrices

Algorithm (3.1) Co-occurrence Matrices

As be mentioned before, the gray level Co-occuweematrix is the
two dimensional matrix of joint probability P () between pairs of pixel
separated by a distance d in a given direction.

This algorithm is executed on a two matrices thst fone is the input
BMP file image (original image) and the second mhe matrix indices that
is depend on quantization and blocking size input.

Step 0:Read BMP file.
Step 1:For K = 0 to width-image - 1
For L = 0 to height-imagel -
For | = 0 to width-imagadex - 1
For J = 0 to height —age-index - 1
If (Bmp image (K) = 1) Then Go ToStep2

{Check all array contents with the each index itils equal to it then

now enter in four different angles (0°, 45°, 90idd 35°)} for specific

pixel value check the neighbors in 4 angles ibiirfid equal to J index,

increment the counter when complete search forifspgalue store the

value of counter in new array of (i, j)}.
Next J

Next |
Initialize again all counters of four angles torséao next indices
Next L

Next K

Step 2:Calculate the Average of the Co-occurrence masimce the result
from step 1 is four matrices according to four asdd°, 45°, 90°, and 135°)
by applying the following equation :

hight-1 width-1

Pae (i 1) :Z Z Z Po=o (s J) * Pozas (s 1) + Pygo (i J) + Pozias (i ])
j=0 =0
Step 3:End.



Chapter T hree:53stem Development and lmpLemew’catLow 3

3.4.4 Module-4: Normalization of the Co-occurrencélatrix
This step is accomplished by dividing each entrthe Co-occurrence

matrix by the total number of paired occurrencegiéion 2-1).

3.4.5 Module-5: Feature Extraction

Features extraction abstracts high-level rmfdion about individual
patterns to facilitate texture classification. Téfere, to discriminate images
with different textural characteristics, it is esgal to extract texture features.
Feature set (presented in section 3.2.1) wereagttdrom selected textured

images.

3.4.6 Module-6: Display-Image
This module used for displaying the processese at the end of any

executing module when the user desire that.

3.4.7 Module-7: Image Blocking

In this module the image can be divided into arodyblocks (sub-

images), usually of sizék X 2k(wherek is integer input value).

Algorithm (3.2): Image Blocking

Step Q Block size K).
Let M=128 din2K: Let N be number of blocks (N ?)
Step 1:Read image blocks.
For Y = 0 to height \2k- 1
For X =0to widﬂQk- 1
For y2 :Ot02k -1
For x2 :tdi)2k -1
Store-image(X, Y, X2, y2) = image(X *2k +x2, Y * 2k +y2)
Next x2
Next y2
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Next X
Next Y
Step 2 End.

3.5 The Implementation Approach

This section (implementation approach) explaing tihetails of
implementation of this work. Algorithm (3.3) exptathe followed steps of
the image analysis based on texture feature.

Algorithm (3.3): Image Analysis Based on Texturatiges

Step 0:Read BMP file (image).

Step 1:Apply Quantization method on the data of BMP file.
Step 2: Apply Co-occurrence matrices method (see Algorithfr).

Step 3: Calculate the average of the Co-occurrence matrk normalize it.
by applying the related equations (see chapter 2).

Step 4:Extract features for the average Co-occurrencexnat

Step 5: Calculate the Co-occurrence matrix for each aagle normalize it.
In this process four matrices are extracted.

Step 6:Extract features for the four matrices.

Step 7: Select the block size needed for dividing the ioafjimage (see
Algorithm 3.2) and select the number of level nekeder quantization
process.

Step 8:For each sub-image go to step 2 until finishirgy phocess of the last
sub-image.

Step 9:Compare the result of features of original imaggh wach sub image

and analysis it.

Step 10:End.
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3.5.1 Experimentl (D17) :

The first selected textured image used as a tetdrimhis D17 image.
The D17 is of a size of (128 x 128) with 256 graydls. The eight selected
features (MPR, ENT, HOM, CLS, CLP, CNT, ASM, andMNare calculated
for the original image and for the sub image fdfedent block sizes 32 x 32

and 64 x 64 as be shown in figure (3-5) with deferquantization levels 8,
16, and 32.

It should be mentioned that the features are catedlin two ways, the
first one for the average Co-occurrence matrixs{ftase named before) and
the second one for the Co-occurrence matrix of erigl 45°, 90°, and
135°(second case named after). Four values fosahee feature is extracted
(one for eaclangle) for the second case, and then the averdge @& the
four features is calculated .

The calculated values for the eight features for Dfhage for the two
cases with 8, 32, and 64 level is presented iretaf8-1), (3-2), and (3-3)
respectively.

(B)

Figure (3-5): Experiment 1
(A) Original Image D17,
(B) Extracted Features with
window size 6464.
(C) Extracted Features with
window size 3%32.




Chapter T hree:53stem Development and lmpLemew’catLow 41

Table 3-1: The value of statistical features forextured image D17 with

quantization level =8

8 Levels

ASM | MPR

2.4458 0.0390

2.42720.0388

Table 3-2: The value of statistical features forextured image D17 with
guantization level =16

16 Levels
ASM | MPR CLP

0.0063 0.0109 13175¢

0.0062 0.0103 13224¢

Table 3-3: The value of statistical features forextured image D17 with

guantization level =32

32 Levels
CNT ASM MPR CLP

95.4240 0.0016 0.0033 23189:

95.4240 0.0015 0.0030 23276
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It is clear from these tables that most of the etk features are stable in
the two cases before and after except the featitbeoentropy since the
difference in the feature value of the two casesfaile and after) is
perceptible. This property can be utilized in thegess of the discrimination
pattern.

Figure (3-6) shows the behavior of the selectatufes in the case of
before and after. As be mentioned before that theopy feature gives
perceptible slope in the case of before and after.

Figure (3-7) shows the behavior of the selectatufes with different
qguantization levels. It is clear from the figuratlsome of features (CNT,
ENT, CLS, CLP) increased with increasing the quaation level and the
others (INV, ASM, MPR, HOM) decreased with incre@sthe quantization

level.

8 Features with (Before,After)

100000 9  —ep— —cip
g 10000 - +-6LS——+ CLS
£ 1000 -
S 100
g 10 - % Eg{’}.
1 mlf_—x MPR : : ,

Figure (3-6): The behavior of the selected featuras the case of before and after.
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Figure (3-7): The behavior of the selected featuresith different quantization level (8,
16, and 32).
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Table (3-4) shows the extracted features from d&ge with block
size (64 x 64) and with different quantization le(& and 16).

Table (3-4): Extracted features for each block (blok size 6464)
of the D17 image with quantization level 8 and 16ithe two cases
before and after

To be continue
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Table (3-4): Extracted features for each block (blok size 6464)
of the D17 image with quantization level 8 and 16ithe two
cases before and after

121004

125705

214033

121618

Table (3-5) shows the extracted features from d&ge with block

size (32 x 32) and with quantization level 8.
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Table (3-5): Extracted features for each block (blok size 3%32)
of the D17 image with quantization level 8 in thewo cases before

and after

Block1 | 5.694( Block1
Block2 J| 5.9577 Block2
Block3 || 5.56071 Block3
Block4 ]| 5.4083 Block4
Block5 | 5.9259 Block5
Block6 | 5.9456 Block6
Block7 || 5.8314 Block7
Block8 || 5.4378 Block8
Block9 | 6.5039 Block9
6.3089
6.0802
5.4403
6.9222
7.039(
6.5002
5.694(

e continue
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Table (3-5): Extracted features for each block (blok size 3%32)
of the D17 image with quantization level 8 in thewo cases before

Block1l

Block?2

Block3

Block4

Block5

Block6

Block7

Block8

and after

Block1l

Block?2

Block3

0.027¢

Block4

0.069¢

Block5

0.025¢

Block6

0.026°

Block7

0.0264

Block8

0.027§

0.024

0.023¢

0.025]

0.0277

0.0214

0.021(

To be continue
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Table (3-5): Extracted features for each block (blok size 3%32)
of the D17 image with quantization level 8 in thewo cases before
and after

Block1 J 0.0501
Block2 J| 0.0482
Block3 J| 0.0525
Block4 J 0.0502
Block5 | 0.0458
Block6 J| 0.0485
Block7 || 0.0493
Block8 ]| 0.0525
Block9 ] 0.0443
0.03845
0.0474
0.0454
0.034d(
0.033§
0.0357
0.0501

Block1 §| 0.4537
Block2 J| 0.441(
Block3 J| 0.555¢
Block4 §| 0.4945
Block5 | 0.444!
Block6 J| 0.441
Block?7 J| 0.445¢
0.4579
0.433¢
0.435¢
0.436¢
0.449
0.422¢
0.423:
0.439¢
0.453]

To be continue
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Table (3-5): Extracted features for each block (blok size 3%32)
of the D17 image with quantization level 8 in thewo cases before
and after

Blockl
Block?2
Block3
Block4
Block5
Block6
Block7
Block8
Block9

Blockl
Block?2
Block3
Block4
Block5
Block6
Block7
Block8
Block9

It is clear from the values of the calculated feagywhich are presented in
table (3-4) that most of the selected featuresaffeicted by the size of the
block; these results led us to the following remsark
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 The definition of the texture is verified, sine ngpresent the
repetition of fundamental image elements.
* ltis preferable to select the sample of the textuith minimum size

of block to extract the statistical texture feafure

Same thing noticed in the previous tables can lieenfrom the results of
table (3-5), since that most of the selected featare stable in the two cases
before and after except the feature of the entsipge the difference in the

feature value of the two cases (before and aftgugrceptible.

Figure (3-8) reflects the behavior of the seledeadures in the case of
before and after. It is clear from this figure thhé entropy feature gives
perceptible slope in the case of before and adied, this result is similar to
the result obtained from figure (3-9).

Figure (3-10) reflects the behavior of the selgédteatures with 16
levels. Same thing can be seen, some of featu®3,(ENT, CLS, CLP)
increased with increasing the quantization level tire others (INV, ASM,
MPR, HOM) decreased with increasing the quantizaiewel.
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Figure (3-8): The behavior of the selected featuraas each block (block size 6464) of
the D17 image with quantization level 8 in the twa@ases of before.
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Figure (3-9): The behavior of the selected featuraa each block (block size 6464) of
the D17 image with quantization level 16 in the twaases of before.
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Figure (3-10): The behavior of the selected featusan each block (block size 3232)
of theD17 image with quantization level 8 in the tw cases of before and after.
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Figure (3-10): The behavior of the selected featusan each block (block size 3232)

of theD17 image with quantization level 8 in the tw cases of before and after.
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3.5.2 Experiment 2 (D18):

The second selected textured image used as aaéstiamhis D18 image.
The D18 is of a size of (128 x 128) with 256 graydls. The eight selected
features are calculated for the original image &mdthe sub image for
different block size 32 x 32 and 64 x 64 as be showfigure (3-11) with

different quantization level 8, 16, and 32.

The features are calculated in two ways, the érs for the average Co-
occurrence matrix and the second one for the Caromace matrix of angle
0°, 45°, 90°, and 135° as be mentioned before ttmattwo ways named
before and after respectively. Four values for shme feature is extracted
(one for eaclangle) for the second case, and then the averdge @& the

four features is calculated.

Figure 3-11: Experiment 2
(A) Original Image D18,
(B) Extracted Features with
window size 6464.
(C) Extracted Features with
window size 3%32.
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Table 3-6: The value of statistical features for tetured image
D18 with quantization level =8

8 Levels

CNT ASM | MPR

2.956( 3.806( [0.079¢

2.956( 3.807( |0.080:

Table 3-7: The value of statistical features for teured image
D18 with quantization level =16

16 Levels
ASM MPR CLP

Before 0.010¢ |0.030¢ 6631t

After 0.010< |0.030¢ 6657¢

Table 3-8: The value of statisticaéatures for textured image

D84 with quantization level =32

32 Levels
ASM | MPR CLP

0.002° 0.008¢ 117905t

0.0027 |0.008: 118374
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It is clear from these tables and from figure (3-tt&at most of the selected
features except the entropy feature are stableeitvto cases before and after
since the values of entropy feature have percepshipe in the two cases

before and after.

Figure (3-13) shows the behavior of the seleatatiures with different
quantization level. It is clear from the figure trsdome of features (CNT,
ENT, CLS, CLP) increased with increasing the quaatibn level and the
others (INV, ASM, MPR, HOM) decreased with incre@sthe quantization

level.

CNT,INV,ENT and ASM (Before,After)

w0
(0]
= 0.8 1 ——CNT
Z 0.6 - —m—INV
? —=u
= 04 1 ENT
Eo2{ °* : ASM
=2
0 L} L} L} 1
< X
&
Q

MPR,HOM,CLS and CLP (Before,After)

1 -
o
% 0.6 1 —=— HOM
204{ w—= cLS
= 0.2 CLP
z — o
0 L L L 1
e X
&
%)

Figure (3-12): The behavior of the selected featusan the two cases of before and

after.
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Figure (3-13): The behavior of the selected featusewith different quantization level
(8, 16, and 32)
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Table (3-9) shows the extracted features from Ddsye with block size
(64x64) and with different quantization level (8, ar).1

Table (3-9): Extracted features for each block (blok size 6464) of the
D18 image with quantization level 8 and 16 in theato cases before and
after

Level - 8 Level -16

ﬁ

To be continue
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Table (3-9): Extracted features for each block (blok size 6464) of the
D18 image with quantization level 8 and 16 in theato cases before and

after

0.0871 | 0.0387

3520.3 || 69455

The results of the previous tables would be preskmt a different way
as be presented in Experiment (1), Figure (3-18l) fegure (3-14) presents
the behavior of the selected features for eachkhlo¢he D18 image, since

block size in this case 884 with quantization level 8 and 16 respectively. |
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should be mentioned that the values of the feataresnormalized to the

value one. The results shows that there is no lgladifference in the

extracted feature value in the two cases befodeadtier expect the entropy

feature, where the changes is perceptible in tloeclages before and after.
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Figure (3-13): The behavior of blocks with selecteteatures of the D18 image, with
block size 6464 and quantization level 8 in the two cases of ek and after.
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Figure (3-14): The behavior of blocks with selectetkatures of the D18 image, with
block size 6464 and quantization level 16 in the two cases of feee and after.
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Tables(3-10) shows the extracted features fromiBEge with quantization
level 8.

Table (3-10): Extracted features for each block (lack size 3%32) of the D18 image
with quantization level 8 in the two cases before and aft:

Block1 [ 2.903¢ Block1 | 0.5071
Block2 || 2.7702 Block2 || 0.5279

Block3 || 2.7235 Block3 | 0.5304
Block4 || 2.9455 Block4 |1 0.5644
Block5 [ 3.1217 Block5 J{ 0.5082
Blocké || 2.787¢ Block6 | 0.5345
Block7 I 2.46271 Block7 J{ 0.5354
Block8 || 2.4414 0.5615

Block9 || 3.146( 0.5073
2.891¢9 0.5086

2.9097 0.5061

2.3283 0.5433

3.4984 0.4935
2.994¢ 0.5035
3.4098 0.4917
2.9031 0.5071

Pe continue
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Table (3-10): Extracted features for each block (laick size 3%32) of the D18 image
with quantization level 8 in the two cases before and aftt

Block1 J| 3.6875
Block2 | 3.7022
Block3 | 3.564¢
Block4 | 3.7026
Block5 | 3.6778
Block®6 | 3.5518
Block?7 | 3.5244
Block8 | 3.5372
Block9 || 3.7268
3.6454
3.7381
3.496(
3.7785
3.701§
3.7753
3.3687

Blockl
Block?2
Block3
Block4
Block5
Block6
Block7
Block8
Block9

Te bontinue
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Table (3-10): Extracted features for each block (lack size 3%32) of the D18 image
with gquantization level 8 in the two cases before and aft:

Before Before

Block1l J| 0.0716 Block1 || 0.554]
Block2 J| 0.0615 Block2 || 0.5714
Block3 J| 0.1036 Block3 || 0.574
Block4 J 0.1373 Block4 | 0.6095
Block5 | 0.098¢ Block5 || 0.556]
Block6 J| 0.1158 Block6 || 0.578¢
Block7 ]| 0.0887 Block?7 || 0.576¢
Block8 ]| 0.0924 Block8 J| 0.5998
Block9 ]| 0.0868 Block9 || 0.554(
0.0843 0.5564
0.073¢ 0.553¢
0.098¢9 0.584!
0.0787% 0.546
0.0761 0.552;
0.08115 0.543!
0.071¢ 0.5547

To be continue
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Table (3-10): Extracted features for each block (lack size 3%32) of the D18 image
with quantization level 8 in the two cases before and aftt

Blockl J| 370.3:
Block2 || 485.0’
Block3 || 306.07
Block4 | 362.45
Block5 | 349.3!
Block6 J| 303.84
Block7 || 330.0¢
374.44
389.6(
337.5¢
439.9(
317.7(
361.1]
358.5¢
413.3¢
370.3:

Blockl
Block?2
Block3
Block4
Block5
Block6
Block7
Block8
Block9

Figure (3-15) shows the results of selected featur each block
normalization to the value one, with 16 block,stdlearly from the graph the
similarity and satiability of feature values, beemeall blocks that see it in figure
(3-13) and (3-14).
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Figure (3-15): The behavior of blocks with selecteteatures of the D18 image, with
block size 3%32 and quantization level 8 in the two cases of ek and after.
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Figure (3-15): The behavior of blocks with selecteteatures of the D18 image, with
block size 3%32 and quantization level 8 in the two cases of ek and after.
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Figure (3-15): The behavior of blocks with selecteteatures of the D18 image, with
block size 3%32 and quantization level 8 in the two cases of ek and after.
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3.5.3 Experiment 3 (D84):

The third selected textured image used as a tetgriadais D84 image.
The D84 is of a size of (128 x 128) with 256 graydls. The eight selected
features are calculated for the original image &mdthe sub image for
different block size 32 x 32 and 64 x 64 as be shawfigure (3-16) with

different quantization level 8, 16, and 32.

The features are calculated in two ways, the @in& for the average Co-
occurrence matrix and the second one for the Caromace matrix of angle
0°, 45°, 90°, and 135° as be mentioned before ttmattwo ways named
before and after respectively. Four values for shme feature is extracted
(one for eaclangle) for the second case, and then the averdge @& the

four features is calculated.

Figure 3-16: Experiment 3
(A) Original Image D84,
(B) Extracted Features with
window size 6464.
(C) Extracted Features with
window size 3%32.
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Table 3-11: The value of statistical features forextured

image D84 with quantization level =8

8 Levels

ASM | MPR

0.165. | 0.3044

0.166% |0.305¢

Table 3-12: The value of statistical features foretxtured
image D84 with quantization level =16

16 Levels
ASM | MPR

Before 0.0707 10.172(

After 0.071. 0.172.

Table 3-13: The value of statistical features forextured

image D84 with quantization level =32

32 Levels
ASM MPR

Before 0.0243|0.0708

After 0.0244|0.0711

It is clear from these tables and from figure (3-iFat most of the

selected features except the entropy feature abéesin the two cases before
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and after since the values of entropy feature Ipgveeptible slope in the two

cases before and after.

Figure (3-18) shows the behavior of the seleatadlres with different
quantization level. It is clear from the figure trsdome of features (CNT,
ENT, CLS, CLP) increased with increasing the quaatibn level and the
others (INV, ASM, MPR, HOM) decreased with incre@sthe quantization

level.
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Figure (3-17): The behavior of the selected featusan the two cases of before and
after.
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Figure (3-18): The behavior of the selected featusewith different quantization level
(8, 16, and 32)
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Table (3-14) shows the extracted features from DBdge with different
block size 64x64 and with different quantizationdie(16, and 32).

Table (3-14): Extracted features for each block (lack size 6464) of the D84
image with quantization level 16 and 32 in the twaases before and after

Level - 16 Level -32
M

1.0774

1.1477

1.1686

1.1174

To be continue
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Table (3-14): Extracted features for each block (lack size 6464) of the D84
image with quantization level 16 and 32 in the tweoases before and after

Level - 16 Level -32
ﬁ

0.062% 0.0340

16363.3

14540

19428.0

86589

645876

The results of the previous tables of ExperimemtaBild be presented in
the same way that experiment 2 . Figure (3-19)fanale (3-20) presents the
behavior of the selected features for each blodkeD84 image. Since the
block size in this case is 884 with quantization level 16 and 32

respectively. It should be mentioned that the valoé the features are
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normalized to the value ondhe results showsthat there is no clearly
difference in the extracted feature value in the tases before and after

except the entropy feature, where the changesreepible in the two cases

before and after.
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Figure (3-19): The behavior of blocks with selecteteatures of the D84 image, with
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Figure (3-20): The behavior of blocks with selectetkatures of the D84 image, with
block size 64«64 and quantization level 32 in the two cases of foee and after.
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Chapter Three

System Development and Implementation

3.1 Introduction

The theoretical concepts of texture analysis arabarclassification were
discussed in the previous chapter. This chapteleioted to describe the
computer programs design and implementation tor dfffe facilities, which
may be required to perform the classification pssce

To perform the texture classification process,dhextured images from
Brodatz album are chosen and implemented for timpgse. These are (D17,
D18, and D84) as shown in figure (3-1). Each ofséth@mages has been
digitized into 12&128 pixels of 256 gray-level. The screen imagealst-
map (BMP) type. A detailed description of the BMI@ format is presented
in Appendix (A).

D17 D18 D84
Figure (3-1): The three textured images used as tawaterial

The system was implemented and written usisgal Basic version 6.0
on a personal computer (Pentium IV processor wit RAM and 20 GB

hard disk that works under windows XP).
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3.2 Features Set

The goal in image analysis is to extract informatisseful for solving
application based problem. This is done by inteltidy reducing the amount
of image data with the tools we have explored. Atdee vector is one
method to represent an image, or part of an imdgecty by finding
measurements on a set of features. Therefore,nfindi specific features-
vector that has the best discrimination power hasnbone of the most
important problems in the field of pattern analysmsl texture classification.
The statistical features is one of the most imparfaatures that is used to
evaluate the performance of Co-occurrence matrfoessolving texture

classification problem, thus, the statistical featis adopted in our work.

 Statistical Feature Set

The statistical texture features are known to dantsignificant
discriminatory information for image classificatioBome of the commonly
used statistical features are based on gray-leve@dCurrence matrix. In this
work the statistical feature is extracted for diffet window size (sub-image
of size MxM) with different quantization level. The head lired the
presented work can be summarized by the followivmgets:
Set-1: For each image, the Co-occurrence matrix P isaetdd with
different quantization level 8, 16 and 32; eight statistical texture features are
calculated depending on the extracted Co-occurremateix P. These eight
statistical texture features which are chosen aogted in this work are:
1. Maximum probability 2.Entropy 3. Homogeneity
4. Cluster-Shade 5. Cluster-Prominence  6ti@en

7. Angular Second Moment. 8. Inverse Difference Matn

These statistical features are defined in eq'9,(224), (2.5), (2.7), (2.8), (2.
9), (2.10), and (2.11) respectively.
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Set-2:1n this set the same procedure presented in sstafiplied but with
different block size MM of the original image (the original image is died
into sub images with block size 32X 32 and 64 X @4¢n the Co-occurrence
matrix P is extracted for each block size, thensiblected feature (presented

in set-J) is calculated depending on the extracted Co-oeoge matrix P.

3.3 System Structure

The features extraction is performed through thex ugerface. The user
interface includes two choices, through which tlserucan perform the
following operations (see figure (3-2)):
*Apply Co-occurrence matrix on original image.

*Apply Co-occurrence matrix on sub images.

User Interface

AN

Module-1 Module-2
Co-occurrence on Co-occurrence on
Original image sub image
Module-3

Feature Extraction

Figu(d-2): The System Modules

When the features extracted from Module-1 and Medylone can make a

comparison and the analysis between the results.
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3.4 The Design Approach

For a typical texture classification systeng tietermination of the class is
one of the aspects of overall task. Texture clesdibn system generally
contains several stages.

In this work, a Texture-Image Classification s&gm "TICS" was
implemented by using Co-occurrence matrices algaritDuring the early
stages of the system design, the designer neesigetfy the input image
format (to analyze the input image and extractitieege-data), determine the
feature set that should be calculated (from imag@)d Finally, specify the
Co-occurrence matrices (using new way to calcuthee features set and
comparing the results).

Considering the above argument, TICS was cocsd using number of
modules, each module performs specific task. Cillely, these modules
combine to perform the overall texture classificattask (using the selected
features). From the functional point of view, TIC&sists of seven modules
(see figure (3-3)).

User Interface
Module-1 Module-3
Image Co-occurrence
Representation Matrices
Module-2 Module-4
Quantization Image
Normalization
Module-5 4 Module-6
Feature Module-7 Display Image
Extraction Image Blocking

Figure (3-3): Texture Image Classification SystemTI{CS) Modules
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The Flow Control of TICS is presented in Fig(3e4).
User Interface

T

Module-1 Module-2
Image Analysis Image Analysis &Blocking
Quantization > Ouantijzyation
v Blockina the imaaqe
Co-occurence Matricies l

Co-occurence Matricies

v l
Normalization
Normalization

' |

Feature Extraction Feature Extraction
Apply Apply
For ea(_:h four To Average For each four To Average
Matrices Matrix Matrices Matrix
Summation Summation
Four results Four results

N\

Comparator Comparator

Comparator

Figure (3-4):Flow Control of TICS
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3.4.1 Module-1: Image Representation

Scanners are capable of producing imagesseptation in a variety of
formats. One of the most popular of these formatshe bit-map (BMP)
format. BMP files consist of three parts (the dethistructure of the BMP
files is shown in appendix A). These three partsherader (provides essential
information about the image such as image-widtlageaheight, number of
bit/pixel, and a pointer to the beginning of theage-data), color palette
(represent the intensities in red, blue, and grg&@B)), and image-data
(represents the pixel values). In the present vaorly the gray images are
adopted .

Image representation module concerned witllyaing the image file to
get information about the input image (image-widthage-height, and the

image-data), and pass this information to the nedules.

3.4.2 Module-2: Image Quantization

The main draw back in using the spatralydevel dependence method
Is the large memory requirement for storing the dCodrrence matrices.
Sometimes the Co-occurrence matrices used forrexdoaracterization are
more voluminous than the original images from whtbley are derived.
Quantization process overcomes this problem. Fos tleason image
guantization process is adopted in this work.

Image quantization is the process of reducing ithege data by
removing some of detail information by mapping grewf data points to a
single point. This can be done to the pixel valinesnselves. In the present
work the gray level reduction is achieved by takiing data and reducing the
number of bits per pixel.
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3.4.3 Module-3: Co-occurrence Matrices

Algorithm (3.1) Co-occurrence Matrices

As be mentioned before, the gray level Co-occuweematrix is the
two dimensional matrix of joint probability P () between pairs of pixel
separated by a distance d in a given direction.

This algorithm is executed on a two matrices thst fone is the input
BMP file image (original image) and the second @mhe matrix indices that
is depend on quantization and blocking size input.

Step 0:Read BMP file.
Step 1:For K = 0 to width-image - 1
For L = 0 to height-imagel -
For | = 0 to width-imagadex - 1
For J = 0 to height —age-index - 1
If (Bmp image (K) = 1) Then Go ToStep2

{Check all array contents with the each index itils equal to it then

now enter in four different angles (0°, 45°, 90idd 35°)} for specific

pixel value check the neighbors in 4 angles ibiirfid equal to J index,

increment the counter when complete search forifspgalue store the

value of counter in new array of (i, j)}.
Next L

Next K
Initialize again all counters of four angles torséao next indices
Next J

Next |

Step 2:Calculate the Average of the Co-occurrence masimce the result
from step 1 is four matrices according to four asdd°, 45°, 90°, and 135°)
by applying the following equation :

hight-1 width-1

Pae (i 1) :Z Z Z Po=o (s J) * Pozas (s 1) + Pygo (i J) + Pozias (i ])
j=0 =0
Step 3:End.
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3.4.4 Module-4: Normalization of the Co-occurrencéatrix
This step is accomplished by dividing each entrthie Co-occurrence

matrix by the total number of paired occurrencegiéion 2-1).
3.4.5 Module-5: Feature Extraction

Features extraction abstracts high-level rmfdion about individual
patterns to facilitate texture classification. Téfere, to discriminate images
with different textural characteristics, it is essal to extract texture features.
Feature set (presented in section 3.2.1) wereagttdrom selected textured
images.
3.4.6 Module-6: Display-Image

This module used for displaying the processeae at the end of any
executing module when the user desire that.
3.4.7 Module-7: Image Blocking

In this module the image can be divided into arodyblocks (sub-

images), usually of sizék X 2k(wherek is integer input value).

Algorithm (3.2): Image Blocking

Step Q Block size k).
Let M=256 div2X: Let N be number of blocks (NVi2)
Step 1:Read image blocks.
For Y = 0 to height \2k- 1
ForX=0to Wid‘tI’Qk- 1
For y2 :Ot02k -1
For x2 =t<6)2k -1
Store-image(X, Y, X2, y2) = image(X *2k +x2, Y * 2k +y2)
Next x2
Next y2
Next X
Next Y

Step 2 End.
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3.5 The Implementation Approach

This section (implementation approach) explaing tietails of
implementation of this work. Algorithm (3.3) exptathe followed steps of
the image analysis based on texture feature.

Algorithm (3.3): Image Analysis Based on Texturatiges

Step 0:Read BMP file (image).

Step 1:Apply Quantization method on the data of BMP file.
Step 2: Apply Co-occurrence matrices method (see Algorithir).

Step 3: Calculate the average of the Co-occurrence matrk normalize it.
by applying the related equations (see chapter 2).

Step 4:Extract features for the average Co-occurrencexnat

Step 5: Calculate the Co-occurrence matrix for each aagl& normalize it.
In this process four matrices are extracted.

Step 6:Extract features for the four matrices.

Step 7: Select the block size needed for dividing the ioafimage (see
Algorithm 3.2) and select the number of level nekeder quantization
process.

Step 8:For each sub-image go to step 2 until finishirgy phocess of the last
sub-image.

Step 9:Compare the result of features of original imaggh wach sub image

and analysis it.

Step 10:End.

3.5.1 Experiment 1:

The first selected textured image used as a tetdrimhis D17 image.
The D17 is of a size of (128 x 128) with 256 graydls (quantization level =
8). The eight selected features (maximum probgb#gibtropy, homogeneity,
cluster-Shade, cluster-Prominence, contrast, angggdaond moment, and

inverse difference moment) are calculated for thgimal image and for the
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sub image for different block size 32 x 32 and &U4xas be shown in figure
(3-5) with different quantization level 5, 4, and 3

It should be mentioned that the features are catiedlin two ways, the
first one for the average Co-occurrence matrisiftase named before) and
the second one for the Co-occurrence matrix of er@ijl 45°, 90°, and
135°(second case named after). Four values fosdhee feature is extracted
(one for eaclangle) for the second case, and then the averdge @& the
four features is calculated .

The calculated values for the eight features fo Dfhage for the two
cases with 8, 32, and 64 level is presented iretaf8-1), (3-2), and (3-3)

respectively.

(A)

Figure (3-5): Experiment 1
(A) Original Image D17,
(B) Extracted Features with
window size 6464.
(C) Extracted Features with
window size 3%32.
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Table 3-1: The value of statistical features forextured image D17 with

quantization level =3

8 Levels

ASM | MPR

2.4458 0.0390

2.42720.0388

Table 3-2: The value of statistical features forextured image D17 with

guantization level =4

16 Levels
ASM | MPR CLP

0.0063 0.0109 13175¢

0.0062 0.0103 13224¢

Table 3-3: The value of statistical features forextured image D17 with

quantization level =5

32 Levels
CNT ASM MPR CLP

95.4240 0.0016 0.0033 23189:

95.4240 0.0015 0.0030 23276
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It is clear from these tables that most of the etk features are stable in
the two cases before and after except the featitbeoentropy since the
difference in the feature value of the two casesfaile and after) is
perceptible. This property can be utilized in thegess of the discrimination
pattern.

Figure (3-6) shows the behavior of the selectatufes in the case of
before and after. As be mentioned before that theopy feature gives
perceptible slope in the case of before and after.

Figure (3-7) shows the behavior of the selectatufes with different
quantization level. It is clear from the figure teeme of features (CNT,
ENT, CLS, CLP) increased with increasing the quaation level and the
others (INV, ASM, MPR, HOM) decreased with incre@sthe quantization

level.

8 Features with (Before,After)

10 -
@ 8 - —6th————~ CLP
g P a— O
> 6 - CNT
3 ENT
5 44 ENT
@
£ 2- e
0 A= — vizled T T 1
2 N
& N
’2

Figure (3-6): The behavior of the selected featuras the case of before and after.



Chapter T hree:55stem Development and Implementation 43

100 - 0.35
80 0.3 -
0.25 4
60 - i
E 5 0.2
(@) 40 - = 0.15 -
0.1 -
201 0.05 -
0 T T T , 0 T T T ,
0 8 16 24 32 0 8 16 24 32
Levels Levels
8 - 3 -
71 2.5 4
8 2
: i
|_
Z 41 3 15
m <
3 9 1 n
2 -
14 0.5 -
0 L L L 1 0 L L L 1
0 8 16 24 32 0 8 16 24 32
Levels Levels
0.35 - 0.5 -
0-3 1 0.4 1
0.25
x 0.2- s 034
o o)
= 0.15 - T 0.2 -
0.1 -
0.05 0.11
0 L L L 1 0 L L L 1
0 8 16 24 32 0 8 16 24 32
Levels Levels
60000 - 250000 -
50000 + 200000 4
[y 100007 o 150000 4
d 30000 - d
20000 - 100000 -
10000 A 50000 -
0 f T T ) 0 { T T )
0 8 16 24 32 0 8 16 24 32
Levels Levels

Figure (3-7): The behavior of the selected featuresith different quantization level (8,
16, and 32).
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Table (3-4) shows the extracted features from [rbhage with
different block size (64 x 64) and with differentiamtization level (8, and
16).

Table (3-4): Extracted features for each block (blok size 6464)
of the D17 image with quantization level 8 and 16ithe two cases
before and after

To be continue
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Table (3-4): Extracted features for each block (blok size 6464)
of the D17 image with quantization level 8 and 16ithe two
cases before and after

631.71

660.34

701.24

631.75
121004

125705

214033

121618

Table (3-5) shows the extracted features from [hage with
different block size (32 x 32) and with quantizatievel 16.
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Table (3-5): Extracted features for each block (blok size 3%32)
of the D17 image with quantization level 16 in théwo cases

before and after
Level -16 Level -16

Block1 | 5.694( Block1
Block2 J| 5.9577 Block2
Block3 || 5.56071 Block3
Block4 ]| 5.4083 Block4
Block5 | 5.9259 Block5
Block6 | 5.9456 Block6
Block7 || 5.8314 Block7
Block8 || 5.4378 Block8
Block9 | 6.5039 Block9
6.3089
6.0802
5.4403
6.9222
7.039(
6.5002
5.694(

To bentaue
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Table (3-5): Extracted features for each block (blok size 3%32)
of the D17 image with quantization level 16 in théwo cases
before and after

Level -16

Level -16

Block1
Block2
Block3
Block4
Block5
Block6
Block7
Block8

Block1
Block2
Block3 ]| 0.027¢
Block4 || 0.0696
Block5 || 0.025¢
Blocké || 0.0262
Block7 || 0.026¢
Block8 | 0.0274
0.024
0.0234
0.025]
0.0277
0.0211
0.021(

To be continue
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Table (3-5): Extracted features for each block (blok size 3%32)
of the D17 image with quantization level 16 in théwo cases
before and after

Level -16

Block1 J 0.0501
Block2 J| 0.0482
Block3 J| 0.0525
Block4 J 0.0502
Block5 | 0.0458
Block6 J| 0.0485
Block7 || 0.0493
Block8 ]| 0.0525
Block9 ] 0.0443
0.03845
0.0474
0.0454
0.034d(
0.033§
0.0357
0.0501

Level -16

Block1 §| 0.453’
Block2 J| 0.441(
Block3 J| 0.555¢
Block4 §| 0.4945
Block5 | 0.444!
Block6 J| 0.441
Block?7 J| 0.445¢
0.4579
0.433
0.435¢
0.436¢
0.449
0.422¢
0.423:
0.439¢
0.453]

To be continue
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Table (3-5): Extracted features for each block (blok size 3%32)
of the D17 image with quantization level 16 in théwo cases
before and after

Level -16

Level -16

Blockl
Block?2
Block3
Block4
Block5
Block6
Block7
Block8
Block9

Blockl
Block?2
Block3
Block4
Block5
Block6
Block7
Block8
Block9

It is clear from the values of the calculated feagywhich are presented in
table (3-4) that most of the selected featuresaffeicted by the size of the
block; these results led us to the following remsark
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 The definition of the texture is verified, sine ngpresent the
repetition of fundamental image elements.
* ltis preferable to select the sample of the textuith minimum size

of block to extract the statistical texture feafure

Same thing noticed in the previous tables can lieenfrom the results of
table (3-5), since that most of the selected featare stable in the two cases
before and after except the feature of the entsipge the difference in the

feature value of the two cases (before and aftgugrceptible.

Figure (3-8) reflects the behavior of the seledeadures in the case of
before and after. It is clear from this figure thhé entropy feature gives
perceptible slope in the case of before and adied, this result is similar to
the result obtained from figure (3-9).

Figure (3-10) reflects the behavior of the sel@dteatures with 16
levels. Same thing can be seen, some of featu®3,(ENT, CLS, CLP)
increased with increasing the quantization level tire others (INV, ASM,
MPR, HOM) decreased with increasing the quantinaiewel.
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Figure (3-8): The behavior of the selected featuras each block (block size 6464) of
the D17 image with quantization level 8 in the twa@ases of before.
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Figure (3-9): The behavior of the selected featuras each block (block size 6464) of
the D17 image with quantization level 16 in the twaases of before.
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Figure (3-10): The behavior of the selected featusan each block (block size 3232)
of theD17 image with quantization level 16 in thewo cases of before and after.
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Figure (3-10): The behavior of the selected featusan each block (block size 3232)
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of theD17 image with quantization level 16 in thewo cases of before and after.
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3.5.2 Experiment 2 :

The second selected textured image used as aaéstiamhis D18 image.
The D18 is of a size of (128 x 128) with 256 graydls (quantization level =
8). The eight selected features (maximum probgbgibtropy, homogeneity,
cluster-Shade, cluster-Prominence, contrast, anggdaond moment, and
inverse difference moment) are calculated for thgirmal image and for the
sub image for different block size 32 x 32 and 684xas be shown in figure
(3-11) with different quantization level 5, 4, aBd

The features are calculated in two ways, the @in& for the average Co-
occurrence matrix and the second one for the Caromace matrix of angle
0°, 45°, 90°, and 135° as be mentioned before timattwo ways named
before and after respectively. Four values for shme feature is extracted
(one for eaclangle) for the second case, and then the averdge @& the

four features is calculated.

Figure 3-11: Experiment 2
(A) Original Image D18,
(B) Extracted Features with
window size 6464.
(C) Extracted Features with
window size 3%32.
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Table 3-6: The value of statistical features for tetured image
D18 with quantization level =3

8 Levels

CNT ASM | MPR

2.956( 3.806( [0.079¢

2.956( 3.807( |0.080:

Table 3-7: The value of statistical features for teured image
D18 with quantization level =«

16 Levels
ASM MPR CLP

Before 0.010¢ |0.030¢ 6631t

After 0.010< |0.030¢ 6657¢

Table 3-8: The value of statisticaéatures for textured image

D18 with quantization level =

32 Levels
ASM | MPR CLP

0.002° 0.008¢ 117905t

0.0027 |0.008: 118374
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It is clearly from these tables and from figurel@ that most of the
selected features except the entropy feature abdesin the two cases before
and after since the values of entropy feature Ip@veeptible slope in the two

cases before and after.

Figure (3-13) shows the behavior of the seleatatiires with different
quantization level. It is clear from the figure teeme of features (CNT,
ENT, CLS, CLP) increased with increasing the quaatibn level and the
others (INV, ASM, MPR, HOM) decreased with incre@sthe quantization

level.

CNT,INV,ENT and ASM (Before,After)

w0
(0]
= 0.8 1 ——CNT
Z 0.6 - —m—INV
? —=u
= 04 1 ENT
Eo2{ °* : ASM
=2
0 L} L} L} 1
< X
&
Q

MPR,HOM,CLS and CLP (Before,After)

1 -
o
% 0.6 1 —=— HOM
204{ w—= cLS
= 0.2 CLP
z — o
0 L L L 1
e X
&
%)

Figure (3-12): The behavior of the selected featusan the two cases of before and

after.
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Figure (3-13): The behavior of the selected featusewith different quantization level

(8, 16, and 32)
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Table (3-9) shows the extracted features from Dds&ye with different
block size (6464) and with different quantization level (8, ar@).1

Table (3-9): Extracted features for each block (blok size 6464) of the
D18 image with quantization level 8 and 16 in theato cases before and
after

Level - 8 Level -16

ﬁ

To be continue

Table (3-9): Extracted features for each block (blok size 6464) of the
D18 image with quantization level 8 and 16 in theato cases before and
after
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0.0871 | 0.0387

3699.7

3300.7

3446.

3699.8

3520.3 || 69455

The results of the previous tables would be presemt a way differ as
be presented in Experiment (1), Figure (3-13) prisséhe behavior of the
selected features for each block in the D18 im&gece block size in this
case 6464. It should be mentioned that the values of thatures are

normalized to the value one. The results showstltee is not clearly in the
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extracted feature value in the two cases befodeadtier expect the entropy

feature, where the changes is perceptible in tloeclages before and after.

Block1l Block2
1 1
0.9 1 0.9 A
Y 0.8 - —e—CNT » 0.8 - —e—CNT
% 0.7 4 —8—INV % 0.7 4 —=—INV
S 064 ENT S 06 - ENT
2 054 ASM B 054 ASM
N —¥—MPR N —¥—MPR
g 0.4 1 —e—HOM g 0.4 1 —e—HoM
s 031 / —+—CLS S 031 — ——CLS
02 1 —=—CLP 0.2 1 —=—CLP
0.1 1 0.1 1
0+ . . ol ==k
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1 1
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0 +—F—— . . 0 +—F—n
Before After Before After

Figure (3-13): The behavior of blocks with selecteteatures of the D18 image, with
block size 6464 and quantization level 8 in the two cases of ek and after.
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Figure (3-14): The behavior of blocks with selectetkatures of the D18 image, with
block size 6464 and quantization level 16 in the two cases of feee and after.
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Table (3-10): Extracted features for each block (lack size 3%32) of the D18 image
with gquantization level 16 in the two cases beforand after

Level -16 Level -16

Block1 [ 2.903¢ Block1 | 0.5071
Block2 || 2.7702 Block2 || 0.5279

Block3 || 2.7235 Block3 | 0.5304
Block4 || 2.9455 Block4 | 0.5644
Block5 [ 3.1217 Block5 J{ 0.5082
Blocké || 2.787¢ Block6 | 0.5345
Block7 [ 2.4627 Block7 J{ 0.5354
Blocks || 2.4416 Block8 | 0.5615

Block9 || 3.146( Block9 [ 0.5073
2.891d 0.5086

2.9097 0.5061
2.3283 0.5433

3.4984 0.4935
2.9946 0.5035

3.409§ 0.4917
2.9031 0.5071

Pe continue
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Table (3-10): Extracted features for each block (lack size 3%32) of the D18 image
with quantization level 16 in the two cases beforand after

Level -16

Level -16

Block1 | 3.6875
Block2 | 3.7022
Block3 | 3.564¢
Block4 || 3.7026
Block5 | 3.6778
Block®6 J| 3.5518
Block?7 | 3.5244
3.5372
3.7268
3.6454
3.7381
3.496(
3.7785
3.701§
3.7753
3.3687

Blockl
Block?2
Block3
Block4
Block5
Block6
Block7
Block8
Block9

Te bontinue
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Table (3-10): Extracted features for each block (lack size 3%32) of the D18 image
with gquantization level 16 in the two cases beforand after

Level -16 Level -16
Before Before

Block1l J| 0.0716 Block1 || 0.554]
Block2 J| 0.0615 Block2 || 0.5714
Block3 J| 0.1036 Block3 || 0.574
Block4 J 0.1373 Block4 | 0.6095
Block5 | 0.098¢ Block5 || 0.556]
Block6 J| 0.1158 Block6 || 0.578¢
Block7 ]| 0.0887 Block?7 || 0.576¢
Block8 ]| 0.0924 Block8 J| 0.5998
Block9 ]| 0.0868 Block9 || 0.554(
0.0843 0.5564
0.073¢ 0.553¢
0.098¢9 0.584!
0.0787% 0.546
0.0761 0.552;
0.08115 0.543!
0.071¢ 0.5547

To be continue
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Table (3-10): Extracted features for each block (lack size 3%32) of the D18 image
with quantization level 16 in the two cases beforand after

Level -16 Level -16

Blockl J| 370.3:
Block2 || 485.0’
Block3 || 306.07
Block4 | 362.45
Block5 | 349.3!
Block6 J| 303.84
Block7 || 330.0¢
374.44
389.6(
337.5¢
439.9(
317.7(
361.1]
358.5¢
413.3¢
370.3:

Blockl
Block?2
Block3
Block4
Block5
Block6
Block7
Block8
Block9

Figure (3-15) shows the results of selected featur each block
normalization to the value one, with 16 block,stdlearly from the graph the
similarity and satiability of feature values, beemeall blocks that see it in figure
(3-13) and (3-14).
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Figure (3-15): The behavior of blocks with selecteteatures of the D18 image, with
block size 3%32 and quantization level 16 in the two cases of feee and after.
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Figure (3-15): The behavior of blocks with selecteteatures of the D18 image, with
block size 3%32 and quantization level 16 in the two cases of feee and after.
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Figure (3-15): The behavior of blocks with selecteteatures of the D18 image, with
block size 3%32 and quantization level 16 in the two cases of feee and after.
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3.5.3 Experiment 3 :

The second selected textured image used as aaéstiamhis D84 image.
The D84 is of a size of (128 x 128) with 256 graydls (quantization level =
8). The eight selected features (maximum probgb#gibtropy, homogeneity,
cluster-Shade, cluster-Prominence, contrast, anggdaond moment, and
inverse difference moment) are calculated for thgirmal image and for the
sub image for different block size 32 x 32 and &U4xas be shown in figure
(3-16) with different quantization level 5, 4, aBd

The features are calculated in two ways, the @in& for the average Co-
occurrence matrix and the second one for the Caromace matrix of angle
0°, 45°, 90°, and 135° as be mentioned before ttattwo ways named
before and after respectively. Four values for shme feature is extracted
(one for eaclangle) for the second case, and then the averdge @& the

four features is calculated.

(B)

Figure 3-16: Experiment 3
(A) Original Image D84,
(B) Extracted Features with
window size 6464.
(C) Extracted Features with
window size 3X32.
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Table 3-11: The value of statistical features forextured

image D84 with quantization level =3

8 Levels

ASM | MPR

0.165. | 0.3044

0.16€3 |0.305¢

Table 3-12: The value of statistical features foretxtured
image D84 with quantization level =4

16 Levels
ASM | MPR

Before 0.0707 10.172(

After 0.071. 0.172.

Table 3-13: The value of statistical features forextured

image D84 with quantization level =5

32 Levels
ASM MPR

Before 0.0243|0.0708

After 0.0244|0.0711

It is clear from these tables and from figure (3-iFat most of the

selected features except the entropy feature abéesin the two cases before
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and after since the values of entropy feature Ipgveeptible slope in the two

cases before and after.

Figure (3-18) shows the behavior of the seleatadlres with different
quantization level. It is clear from the figure teeme of features (CNT,
ENT, CLS, CLP) increased with increasing the quaatibn level and the
others (INV, ASM, MPR, HOM) decreased with incre@sthe quantization

level.

CNT,INV,ENT and ASM (Before,After)

1 -

1]
(]
——a
= 0.8 4 ——CNT
>
5 06 1 —m— INV
%‘ 0.4 - ENT
P —
g 0.2 - v ASM
Z 0 L L L 1
< N
s W
Q
MPR,HOM,CLS and CLP (Before,After)
1] l T
[ —
2 0.8 - —e— MPR
>
5 0.6 - —&— HOM
= 04 - CLS
r—
1<
2 0.2 - CLP
0 L L L 1
< X
N\ &
&° v

Q

Figure (3-17): The behavior of the selected featusan the two cases of before and
after.
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Figure (3-18): The behavior of the selected featusewith different quantization level
(8, 16, and 32)
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Table (3-14) shows the extracted features from DBdge with different
block size 64x64 and with different quantizationdie(16, and 32).

Table (3-14): Extracted features for each block (lack size 6464) of the D18
image with quantization level 16 and 32 in the twaases before and after

Level - 16 Level -32
M

1.0774

1.1477

1.1686

1.1174

To be continue
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Table (3-14): Extracted features for each block (lack size 6464) of the D18
image with quantization level 16 and 32 in the tweoases before and after

Level - 16 Level -32
ﬁ

0.062% 0.0340

16363.3

14540

19428.0

86589

645876

The results of the previous tables of Experimen@a be presented in the
same way that experiment 2 showed. Figure (3-183qnts the behavior of
the selected features for each block in the D84en&ince the block size in
this case is 6464. It should be mentioned that the values of dagures are

normalized to the value one.
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Figure (3-19): The behavior of blocks with selectetkatures of the D84 image, with
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block size 64«64 and quantization level 16 in the two cases of foee and after.




Chapter Thr&&:Sgstem Development and Implementation

1 -
0.9 -
0.8 -
0.7 -
0.6 -
0.5 -
0.4 -
0.3 -
0.2 -
0.1 -

Normalized Values

Block1l

1 -
0.9 -
0.8 -
0.7 -
0.6 -
0.5 -
0.4 -
0.3 -
0.2 -
0.1 -

Normalized Values

—E_l_l_l

Before After

Block3

0 4

Figure (3-20): The behavior of blocks with selectetkatures of the D84 image, with
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Chapter Three

System Development and Implementation

3.1 Introduction

The theoretical concepts of texture analysis arabarclassification were
discussed in the previous chapter. This chapteleioted to describe the
computer programs design and implementation tor dfffe facilities, which
may be required to perform the classification pssce

To perform the texture classification process,dhextured images from
Brodatz album are chosen and implemented for timpgse. These are (D17,
D18, and D84) as shown in figure (3-1). Each ofséth@mages has been
digitized into 12&128 pixels of 256 gray-level. The screen imagealst-
map (BMP) type. A detailed description of the BMI@ format is presented
in the Appendix (A).

D17 D18 D84
Figure (3-1): Thethreetextured images used astest material

The system was implemented and written usisgal Basic version 6.0
on a personal computer (Pentium IV processor wit RAM and 20 GB

hard disk that works under windows XP).

29
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3.2 Features Set

The goal in image analysis is to extract data usébu solving
application based problem. This is done by intelidy reducing the amount
of image data with the tools have explored. A featrector is one method to
represent an image, or part of an image objeclinyng measurements on a
set of features. Therefore, finding a specific deas-vector that has the best
discrimination power has been one of the most itgmbrproblems in the
field of texture analysis and image classificatidhe statistical features is
one of the most important features that is usex/&duate the performance of
Co-occurrence matrices for solving texture clasatfon problem, thus, the

statistical feature is adopted in work.

» Statistical Feature Set

The texture statistical features are known to dantaignificant
discriminatory information for image classificatioBome of the commonly
used statistical features are based on gray-lev@dCurrence matrix. In this
work the statistical feature is extracted for diéet window sizes (sub-image
of size MxM) with different quantization level. The head lired the
presented work can be summarized by the followivmgrhodules:
Module-1: For each image, the Co-occurrence matrix P igaetad with
different quantization levels 8, 16 and 32; eight statistical texture features are
calculated depending on the extracted Co-occurremaieix P. These eight

statistical texture features which are chosen aogted in this work are:

1. MPR 2.ENT . FEOM
4. CLS 5. CLP 6. CNT
7. ASM 8. INV

These statistical features are defined in eq'9,(R224), (2.5), (2.7), (2.8), (2.
9), (2.10), and (2.11) respectively.
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Module-2: In this module the same procedure presented inlsist applied
but with different block size MM of the original image (the original image
is divided into sub images with block size 32X 32 &4 X 64), then the Co-
occurrence matrix P is extracted for each blocle,sthen the selected
features (presented module-1) is calculated depending on the extracted Co-

occurrence matrix P.

3.3 TICS System Structure
In this work, a Texture-lmage Classifications&n "TICS" was
implemented by using Co-occurrence matrices algarit
The features extraction is performed through thex ugerface. The user
interface includes two choices, through which tleerucan perform the
following operations (see figure (3-2)):
*Apply Co-occurrence matrix on original image.

*Apply Co-occurrence matrix on sub images.

User Interface

Module-1 Module-2
Co-occurrenceMatrix on Co-occurrence Matrix on
Original image Sub Images
Y
Module-3
Statistical features
extraction

Figure (3-2): The Main Modules
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When applying Module-1 and Module-2, one can makemparison and the

analysis between the results by extract featuoes fnodule-3.
3.4 The Design Approach

For a typical texture classification systeng tretermination of the class is
one of the aspects of overall task. Texture clesdibn system generally
contains several modules.

During the early stages of the system deslgndesigner needs to specify
the input image format (to analyze the input image extract the image-
data), determine the feature set that should briledéd (from image data).
Finally, specify the Co-occurrence matrices (usiegy way to calculate the
features set and comparing the results).

Considering the above argument, TICS was cocsd using number of
modules, each module performs specific task. Cillely, these modules
combine to perform the overall texture classifioattask (using the selected
features). From the functional point of view, TIC&sists of seven modules
(see figure (3-3)).

User Interface

Module-1 Module-3
I mage Co-occurrence
Representation Matrices
Module-2 ) Module-4
Image Image
Quantization Nor malization
Module-5 Module-6
Feature Module-7 Display Image
Extraction I mage Blocking

Figure (3-3): Texturelmage Classification System (TICS) Sub Modules.
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The Flow Control of TICS is presented in Fig(8e4).
User I nterface

el

Quantization > Ouantlfatlon
v Blockina the image
Co-occurence Matricies l
Co-occurence Matricies
v l
Normalization
Normalization
v l

Feature Extraction Feature Extraction
Apply Apply
For each four ToAverage For each four To Average
Matrices Matrix M atrices Matrix
Summation 3ummition
Four results Four results
Compar ator Comparator
Comparator

Figure (3-4):Flow Control of TICS
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3.4.1 Module-1: Image Representation

Scanners are capable of producing imageeseptation in a variety of
formats. One of the most popular of these formatshe bit-map (BMP)
format. BMP files consist of three parts (the dethistructure of the BMP
files is shown in appendix A). These three partsherader (provides essential
information about the image such as image-widtlageaheight, number of
bit/pixel, and a pointer to the beginning of theage-data), color palette
(represent the intensities in red, green, and PR®@B)), and image-data
(represents the pixel values). In the present vaorly the gray images are
adopted .

Image representation module concerned witllyaing the image file to
get information about the input image (image-widthage-height, and the

image-data), and pass this information to the nedules.

3.4.2 Module-2: Image Quantization

The main draw back in using the spatralydevel dependence method
Is the large memory requirement for storing the dCodrrence matrices.
Sometimes the Co-occurrence matrices used forrexduaracterization are
more voluminous than the original images from whtbley are derived.
Quantization process overcomes this problem. Fos tleason image
guantization process is adopted in this work.

Image quantization is the process of reducing ithage data by
removing some of detail information by mapping grewf data points to a
single point. This can be done to the pixel valinesnselves. In the present
work the gray level reduction is achieved by takiing data and reducing the

number of bits per pixel.
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3.4.3 Module-3: Co-occurrence Matrices
As be mentioned before, the gray level Co-occueematrix is the
two dimensional matrix of joint probability P () Between pairs of pixel

separated by a distance d in a given direction.

Algorithm 3.1 (Co-occurrence Algorithm)
Input:Img_data[img_size,img_size]
Output:th_O[quantize_lvl,quantize_Ivl],th_45[quantize Ivl,quantize Ivl],th_90[quant
ize Ivl,quantize |vl], th_135[quantize Ivl,quantize |vl].
Begin

Let C_O=comput_O((,img_data,k,l,j,img_size)

Let C_45=comput_O((,Img_data,k,l,j,img_size)

Let C_90=comput_0((,lmg_data,k,l,j_img_size)

Let C_135=comput_O((,img_data,k,l,j,img_size)

For i=0toimg_size-1
For j=0toimg_size-1 begin
For k=0to quantiz_Ivl-1
For 1=0to quantize Ivl-1
If(Img_data[i,j]=k) then begin
Count_0O=count_0+C 0O
Count_45=count_45+C 45
Count_90=count_90+C_90
Count_135=count_135+C_ 135
End if
Th_0(i,j)=count_0
Count_0=0
Th_45(i,j)=count_45
Count_45=0
Th_90(i,j)=count_90

To beContinue
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Count_90=0
Th_135(i,j)=count_135
Count_135=0

End.

Algorithm 3.2 (comput_0 angle)
Input: Input:img_data(img_size,img_size),k,l,j,x=0
Output:X
Begin
if(j<Img_size) then
if(img_data(i,j+1)=I) then
X=xX+1
if (>0) then
if (img_data(i,j-1)=j) then
X=x+1
return x
End.

Algorithm 3.3 (comput_45 angle)

Input:lmg_data,(img_sizeimg_size),k,l,j,img_size,y=0
Output:y
Begin
If (j<(img_size-1) & (i>0)) then
If (img_data(i-1,j+1)=l) then
y=y+1
if (j>0) & (i(img_size-2))) then
if(img_data(i+1,j-1))then
y=y+l
returny
End.
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Algorithm 3.4 (comput_90 angle)
Input:lmg_data,(img_sizeimg_size),k,l,j,img_size,z=0
Output:z
Begin
If(i<img_size-2)) then
If(img_data(i+1,j)=I) then
z=7+1
if(i>0) then
if(img_data(i-1,))=I) then
z=z+1
return z
End.

Algorithm 3.5 (comput_135 angle)
Input:Img_data,(img_size,img_size) k,l,j,img_sizew=0
Output:w
Begin
1f((i>0)& (j>0)) then
If(img_data(i-1,j-1)=1) then
w=w+1
if((i<img_size-2)& (j<img_size-1)) then
if(img_size(i+1,j+1)=I) then
w=w+1

End.

3.4.4 Module-4: Normalization of the Co-occurrence M atrix
This step is accomplished by dividing each emntrthie Co-occurrence

matrix by the total number of paired occurrencegiéion 2-1).
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3.4.5 Module-5: Feature Extraction

Features extraction abstracts high-level rmfdion about individual
patterns to facilitate texture classification. Téfere, to discriminate images
with different textural characteristics, it is essal to extract texture features.
Feature set (presented in section 3.2.1) wereagttdrom selected textured

images.

3.4.6 Module-6: Display-Image
This module used for displaying the processese at the end of any

executing module when the user desire that.

3.4.7 Module-7: Image Blocking
In this module the image can be divided into arodyblocks (sub-

images)

Algorithm 3.6 (Blocking Image)
. . 5K, 5K
Input Block size(k) usually size 2" * 2
Begin Let M= 128 div 2k
For y=0 to height\ 2k-1
For x=0to Width\2k-1
_ k
For y2=0to 2" -1
_ k
For x2=0t0 2" -1

Store_imge(x,y,x2,y2)=imge(x* 2k +X2,y* 2k +y2)
End.




Chapter Three:System Development and mplementation 329

3.5 TICS Implementation

This section explains the details of implementatof this work.
Algorithm (3.7) explain the followed steps of thmage analysis based on
texture feature.

Algorithm (3.7): Statistical Textural Features Ayms for Gray Images

Step 0: Read BMP file (image).

Step 1: Apply Quantization method on the data of BMP file.

Step 2. Apply Co-occurrence matrices method (see Algorithm
3.1,3.2,3.3,3.4.3.5).

Step 3: Calculate the average of the Co-occurrence matrck normalize it.

by applying the related equation:
R . . .

P, 1) =7 ; ZO Poo iy 1)+ Pocas (i 1) + Po-oo(iy §) + Pymras(iy i) X
Step 4. Extract features for the average Co-occurrencexnat
Step 5: Calculate the Co-occurrence matrix for each aagld normalize it.
In this process four matrices are extracted.
Step 6: Extract features for the four matrices.
Step 7: Select the block size needed for dividing the ioafimage (see
Algorithm 3.6) and select the number of level nekeder quantization
process.
Step 8: For each sub-image go to step 2 until finishirgy phocess of the last
sub-image.
Step 9: Compare the result of features of original imaggh wach sub image

and analysis it.

Step 10: End.
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3.5.1 Experimentl (D17) :

The first selected textured image used as a tetdrimkais D17 image.
The D17 is of a size of (128 x 128) with 256 graydls. The eight selected
features (MPR, ENT, HOM, CLS, CLP, CNT, ASM, andMNare calculated

for the original image and for the sub image fdfedent block sizes 32 x 32

and 64 x 64 as be shown in figure (3-5) with déf@rquantization levels 8,
16, and 32.

It should be mentioned that the features are catedlin two ways, the
first one for the average Co-occurrence matris{ftase named before) and
the second one for the Co-occurrence matrix of ergl, 45°, 90°, and
135°(second case named after). Four values fosahee feature is extracted
(one for eaclangle) for the second case, and then the averdge @& the
four features is calculated .

The calculated values for the eight features fo7 Dfhage for the two
cases with 8, 32, and 64 level is presented iretaf8-1), (3-2), and (3-3)
respectively.

(B)

Figure (3-5): Experiment 1
(A) Original Image D17,
(B) Extracted Featureswith
block size 64x64.
(C) Extracted Featureswith
block size 32x32.

(©)
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Table3-1: Thevalueof statistical featuresfor textured image D17 with

quantization level =8

Table3-2: Thevalueof statistical featuresfor textured image D17 with

guantization level =16

16 L evels

ASM | MPR

CLP

0.0109

131753

0.0103

132249

Table 3-3: Thevalueof statistical featuresfor textured image D17 with

guantization level =32

32 Levels

CNT ASM | MPR

CLP

95.4240 0.0033

231892

95.4240 0.0030

232765
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It is clear from these tables that most of the etk features are stable in
the two cases before and after except the featitbeoentropy since the
difference in the feature value of the two casesfoile and after) is
perceptible. This property can be utilized in tmegess of the discrimination
pattern.

Figure (3-6) shows the behavior of the selectatufes in the case of
before and after. As be mentioned before that thieopy feature gives
perceptible slope in the case of before and after.

Figure (3-7) shows the behavior of the selectatufes with different
guantization levels. It is clear from the figuratlsome of features (CNT,
ENT, CLS, CLP) increased with increasing the quaatibn level and the
others (INV, ASM, MPR, HOM) decreased with incregsthe quantization

level.

8 Features with (Before,After)

100000 9  —ep— —cip
g 10000 - +-6LS——+ CLS
£ 1000 -
S 100
g 10 - % Eg{’}.
1 mlf_—x MPR : : ,

Figure (3-6): The behavior of the selected featuresin the case of before and after.
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Figure (3-7): The behavior of the selected features with different quantization level (8,
16, and 32).
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Table (3-4) shows the extracted features from d&ge with block
size (64 x 64) and with different quantization le(& and 16).

Table (3-4): Extracted featuresfor each block (block size 64x64)
of the D17 image with quantization level 8 and 16 in the two cases
before and after

To be continue
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Table (3-4): Extracted featuresfor each block (block size 64x64)
of the D17 image with quantization level 8 and 16 in thetwo
cases before and after

6209.5 A 121004 | 121916

6500.1 9 125705| 126741

27230.1 8] 214033| 140411

6259.9 121618| 121916

Table (3-5) shows the extracted features from d&ge with block

size (32 x 32) and with quantization level 8.



Chapter Thr&&:Sgstem Development and Implementation 46

Table (3-5): Extracted featuresfor each block (block size 32x32)
of the D17 image with quantization level 8 in the two cases before

and after
Block1 Block1

Block?2 Block?2
Block3 Block3
Block4 Block4
Block5 Block5
Block6 Block6
Block7 Block7
Block8 Block8
Block9 Block9
Block10

e continue
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Table (3-5): Extracted featuresfor each block (block size 32x32)
of the D17 image with quantization level 8 in the two cases before
and after

Block1 Block1

Block?2 Block?2
Block3 Block3
Block4 Block4
Block5 Block5
Block6 Block6
Block7 Block7
Block8 Block8
Block9 Block9
Block 10

To be continue
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Table (3-5): Extracted featuresfor each block (block size 32x32)
of the D17 image with quantization level 8 in the two cases before
and after

Block1
Block2
Block3
Block4
Block5
Block6
Block7

Block1
Block2
Block3
Block4
Block5
Block6
Block7
Block8
Block9

To be continue
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Table (3-5): Extracted featuresfor each block (block size 32x32)
of the D17 image with quantization level 8 in the two cases before
and after

Block1
Block2
Block3
Block4
Block5
Block6
Block7
Block8
Block9

Block1
Block2
Block3
Block4
Block5
Block6
Block7

It is clear from the values of the calculated feasuwhich are presented in
table (3-4) that most of the selected featuresafigicted by the size of the
block; these results led us to the following remsark
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 The definition of the texture is verified, sine ngpresent the
repetition of fundamental image elements.

* Itis preferable to select the sample of the textuith minimum size
of block to extract the statistical texture feature

Same thing noticed in the previous tables can lieenfrom the results of
table (3-5), since that most of the selected featare stable in the two cases
before and after except the feature of the entsipge the difference in the
feature value of the two cases (before and afgugrceptible.

Figure (3-8) reflects the behavior of the seledeadures in the case of
before and after. It is clear from this figure thhé entropy feature gives
perceptible slope in the case of before and adied, this result is similar to
the result obtained from figure (3-9).

Figure (3-10) reflects the behavior of the selgédteatures with 16
levels. Same thing can be seen, some of featur®3,(ENT, CLS, CLP)
increased with increasing the quantization level #re others (INV, ASM,
MPR, HOM) decreased with increasing the quantinaivel.
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Figure (3-8): The behavior of the selected featuresin each block (block size 64x64) of
the D17 image with quantization level 8 in the two cases of before.
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Figure (3-9): The behavior of the selected featuresin each block (block size 64x64) of
the D17 image with quantization level 16 in the two cases of before.
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Figure (3-10): The behavior of the selected featuresin each block (block size 32x32)
of theD17 image with quantization level 8in thetwo cases of before and after.
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Figure (3-10): The behavior of the selected featuresin each block (block size 32x32)
of theD17 image with quantization level 8in thetwo cases of before and after.
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3.5.2 Experiment 2 (D18):

The second selected textured image used as aaéstiamhis D18 image.
The D18 is of a size of (128 x 128) with 256 graydls. The eight selected
features are calculated for the original image &mdthe sub image for
different block size 32 x 32 and 64 x 64 as be showfigure (3-11) with

different quantization level 8, 16, and 32.

The features are calculated in two ways, the @in& for the average Co-
occurrence matrix and the second one for the Caromace matrix of angle
0°, 45°, 90°, and 135° as be mentioned before ttmattwo ways named
before and after respectively. Four values for shme feature is extracted
(one for eaclangle) for the second case, and then the averdge @& the

four features is calculated.

Figure 3-11: Experiment 2
(A) Original Image D18,
(B) Extracted Featureswith
block size 64x64.
(C)Extracted Featureswith
block size 32x32.
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Table 3-6: Thevalue of statistical featuresfor textured image
D18 with quantization level =8

8Leves
CNT INV ASM MPR |HOM

2.9560 |0.5212 3.8060 [0.0798 [0.5681

2.9560 0.5233 3.8070 [0.0801 [0.5704

Table 3-7: Thevalue of statistical featuresfor textured image
D18 with quantization level =16

16 Levels
ASM MPR |HOM CLS CLP

0.0305 [0.4207 [3572.7 66315

0.0306 [0.4224 [3586.9 66578

Table 3-8: Thevalue of statistical featuresfor textured image
D84 with quantization level =32

32 Levds
INV ENT | ASM | MPR CLS CLP

0.2024 (6.6243 0.0084 31141 1179058

0.2051 8.9182 0.0083 31265 (1183749
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It is clear from these tables and from figure (3-tt&at most of the selected
features except the entropy feature are stableeitvto cases before and after
since the values of entropy feature have percepshipe in the two cases

before and after.

Figure (3-13) shows the behavior of the seleatatiures with different
quantization level. It is clear from the figure tredme of features (CNT,
ENT, CLS, CLP) increased with increasing the quation level and the
others (INV, ASM, MPR, HOM) decreased with incregsthe quantization

level.

CNT,INV,ENT and ASM (Before,After)
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MPR,HOM,CLS and CLP (Before,After)
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Figure (3-12): The behavior of the selected featuresin the two cases of before and

after.
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Figure (3-13): The behavior of the selected featureswith different quantization level
(8, 16, and 32)
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Table (3-9) shows the extracted features from Dds&ye with block size
(64x64) and with different quantization level (8, ar).1

Table (3-9): Extracted featuresfor each block (block size 64x64) of the
D18 image with quantization level 8 and 16 in the two cases before and
after

To be continue
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Table (3-9): Extracted featuresfor each block (block size 64x64) of the
D18 image with quantization level 8 and 16 in the two cases before and
after

The results of the previous tables would be preskmt a different way
as be presented in Experiment (1), Figure (3-18l) fegure (3-14) presents
the behavior of the selected features for eachkhlo¢he D18 image, since

block size in this case 884 with quantization level 8 and 16 respectively. |
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should be mentioned that the values of the feataresnormalized to the
value one. The results shows that there is no lgladifference in the
extracted feature value in the two cases befodeadter expect the entropy

feature, where the changes is perceptible in tloecages before and after.

Block1l Block2
1 1
0.9 4 0.9 4
Y 0.8 - —e—CNT Y 0.8 - —e—CNT
S 07 —m— NV S 074 —E— NV
g 06- ENT S 064 ENT
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0 = . . ol == . .
Before After Before After
Block3 Block4
1 1
0.9 4 0.9 4
Y 0.8 - —e—CNT Y 0.8 - —e—CNT
S 07 —E— NV S 07 —E— NV
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Figure (3-13): The behavior of blockswith selected features of the D18 image, with
block size 64x64 and quantization level 8in the two cases of before and after.
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Figure (3-14): The behavior of blockswith selected features of the D18 image, with
block size 64x64 and quantization level 16 in the two cases of before and after.
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Tables(3-10) shows the extracted features fromiBEge with quantization
level 8.

Table (3-10): Extracted featuresfor each block (block size 32x32) of the D18 image
with auantization level 8 in the two cases before and after

Block1
Block?2
Block3
Block4
Block5
Block6
Block7
Block8
Block9
Block10

Block1
Block2
Block3
Block4
Block5
Block6
Block7
Block8

Pe continue
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Table (3-10): Extracted featuresfor each block (block size 32x32) of the D18 image
with quantization level 8 in the two cases before and after

Block1
Block2
Block3
Block4
Block5
Block6
Block7
Block8
Block9

Block1
Block2
Block3
Block4
Block5
Block6
Block7

Te bontinue
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Table (3-10): Extracted featuresfor each block (block size 32x32) of the D18 image
with guantization level 8 in the two cases before and after

Block1
Block?2
Block3
Block4
Block5
Block6
Block7
Block8
Block9
Block10

Block1
Block?2
Block3
Block4
Block5
Block6
Block7
Block8
Block9

To be continue
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Table (3-10): Extracted featuresfor each block (block size 32x32) of the D18 image
with guantization level 8in thetwo cases before and after

Block1 J| 370.32
Block2 || 485.07
Block3 || 306.07
Block4 | 362.45
Block5 | 349.31
Block6 || 303.85
Block7 || 330.08
Block8 || 374.44
Block9 || 389.66
337.54
439.90
317.70
361.17
358.59
413.39
370.32

Block1
Block?2
Block3
Block4
Block5
Block6
Block7
Block8
Block9
Block10

Figure (3-15) shows the results of selected featur each block
normalization to the value one, with 16 block,stdlearly from the graph the
similarity and satiability of feature values, beémeall blocks that see it in figure
(3-13) and (3-14).
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Figure (3-15): The behavior of blockswith selected features of the D18 image, with
block size 32x32 and quantization level 8in the two cases of before and after.
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Figure (3-15): The behavior of blockswith selected features of the D18 image, with
block size 32x32 and quantization level 8in the two cases of before and after.
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Figure (3-15): The behavior of blockswith selected features of the D18 image, with
block size 32x32 and quantization level 8in the two cases of before and after.
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3.5.3 Experiment 3 (D84):

The third selected textured image used as a tegriadais D84 image.
The D84 is of a size of (128 x 128) with 256 graydls. The eight selected
features are calculated for the original image &mdthe sub image for
different block size 32 x 32 and 64 x 64 as be showfigure (3-16) with

different quantization level 8, 16, and 32.

The features are calculated in two ways, the érs for the average Co-
occurrence matrix and the second one for the Caromace matrix of angle
0°, 45°, 90°, and 135° as be mentioned before ttmattwo ways named
before and after respectively. Four values for shme feature is extracted
(one for eaclangle) for the second case, and then the averdge @& the

four features is calculated.

Figure 3-16: Experiment 3
(A) Original Image D84,
(B) Extracted Featureswith
window size 64x64.
(C) Extracted Featureswith
window size 32x32.
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Table 3-11: Thevalue of statistical featuresfor textured

image D84 with quantization level =8

INV

HOM

0.8688

0.8697

0.8732

Table 3-12: Thevalue of statistical featuresfor textured

0.8731

image D84 with quantization level =16

16 L evels

INV

ASM

MPR

HOM

CLP

0.7723

0.0707

0.1720

0.7802

153101

0.7754

Table 3-13: Thevalue of statistical featuresfor textured

0.0711

0.1727

0. 7833

image D84 with quantization level =32

32 Levels

153704

ASM

MPR

CLP

0.0243

0.0708

2674571

0.0244

0.0711

2685117

It is clear from these tables and from figure (3-iffat most of the

selected features except the entropy feature abéesin the two cases before
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and after since the values of entropy feature Ipgveeptible slope in the two

cases before and after.

Figure (3-18) shows the behavior of the seleatatiires with different
quantization level. It is clear from the figure trsdome of features (CNT,
ENT, CLS, CLP) increased with increasing the quaatibn level and the
others (INV, ASM, MPR, HOM) decreased with incregsthe quantization

level.
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Figure (3-17): The behavior of the selected featuresin the two cases of before and

after.
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Figure (3-18): The behavior of the selected featureswith different quantization level
(8, 16, and 32)
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Table (3-14) shows the extracted features from DBdge with different
block size 64x64 and with different quantizationdie(16, and 32).

Table (3-14): Extracted featuresfor each block (block size 64x64) of the D84
Image with quantization level 16 and 32 in the two cases before and after

Level - 16 Leve -32
ﬁ

To be continue



Chapter Three:System Development and mplementation F5

Table (3-14): Extracted featuresfor each block (block size 64x64) of the D84
image with quantization level 16 and 32 in the two cases before and after

Level - 16 Leve -32
ﬂ

19428.0 | 19504.8

16363.3 | 16428.0

14540.1 | 14597.2

19428.0 | 19504.9

865893 | 869318

645876 | 699728

560135 | 602701

865893| 869318

The results of the previous tables of ExperimemtaBild be presented in
the same way that experiment 2 . Figure (3-19)fampadle (3-20) presents the
behavior of the selected features for each bloagkeD84 image. Since the
block size in this case is 884 with quantization level 16 and 32

respectively. It should be mentioned that the valoé the features are
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normalized to the value ondhe results showsthat there is no clearly
difference in the extracted feature value in the tases before and after
except the entropy feature, where the changesreepible in the two cases

before and after.

0.9 1
0.8 1
0.7 1
0.6 1
0.5 1
0.4 1
0.3 1
0.2 1
0.1 1
——
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0.5 -
0.4
0.3
0.2
0.1 -
A

Normalized Values

Block1l

Before After

Block3

Before After
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—+—CLS
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——INV
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ASM
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ASM
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Figure (3-19): The behavior of blockswith selected features of the D84 image, with
block size 64x64 and quantization level 16 in the two cases of before and after.
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Figure (3-20): The behavior of blockswith selected features of the D84 image, with
block size 64x64 and quantization level 32 in the two cases of before and after.
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Chapter Four

Conclusions and Suggestions for Future Work

4.1 Introduction

In this chapter, the conclusions of this work will be given with

some recommendations for future work.

4.2Conclusions

The conclusions, which are derived from the results of this work,

can be summarized as follows:

1. Thereis no effect for the block size on the values of the extracted
features. This property leads us, for any textured sample, the block
size must be chosen with minimum block size to reduce the
dimensionality of the textured sample to reduce the execution time
by reducing the number of arithmetic operation.

2. The effect of the quantization level on the values of the extracted
features is clear. Since the value of some of the selected features
(CNT, ENT, CLS, and CLP) increased with increasing the
guantization level and the other features (INV, ASM, HOM, and
MPR) decreased with increasing the quantization level. In spite of
the effects of the quantization level, on the value of the extracted
features, but the behavior the selected feature is not change. This
property leads us, for any textured sample, the quantization value
must be chosen with minimum quantization level to reduce the

dimensionality of the Co-occurrence matrix of the textured sample



to reduce the execution time and the number of arithmetic
operation.

3. As be mentioned before, the features are extracted in two way
named before and after, the main point can be concluded from this
work that, the extracted value for most the selected features are
stable except the entropy feature where, the difference between the
extracted entropy feature value is noticeable. This property is
important and can be utilized to increase the discrimination power

in the classification process.

4.3 Suggestions for the Future Work

The following are some of recommendations suggested for future
works:

1- Thiswork can be extended by studying and analyzing the effect

of the distance parameter (d) in the Co-occurrence matrix on the

feature extraction.

2- Studying and analyzing an additional characteristic features

rather than be chosen in this study.

3- This study can be applied on real images like satellite images,

biomedical images. For this purpose, non-uniform segmentation

(like split and merge method) can be adopted.

4. Studying and analyzing the behavior of extracted feature after

applying some of the transforms (Fourier, cosine, wavelet, etc.).
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List of Abbreviations

ASM

Angular Second Moment

COR

Correlation

CLP

Cluster Prominence

CLS

Cluster Shade

CNT

Contrast

EDM

Element Difference Moment

Energy

ENT

Entropy

HOM

Homogeneity

INV

Inverse Difference Moment

MPR

Maximum Probability

TICS

Texture Image Classification System
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