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Abstract

In this thesis, a method for color image watermarking is suggested. It
requires the original image for watermark extraction. This method exploit the
discrete wavelet transform features, where the large coefficients in high
frequency sub bands are used as host place to embed the invisible fractal
watermark image using the Haar transform to embed the huge data.

The proposed system exploit the fractal image technigue using the
midpoint displacement method fractal technique (By using the H-dimension as
entered real number) to more secure and preserve the watermark from
intentional or unintentional attacker.

The system can be used for owner identification, proof of ownership,
and transactional watermarks (fingerprinting) also it is capable to survive
againgt the high degree of compression produced by JPEG2000. By using
Haar transform we can embed the fractal watermark image with modulation
factor value to satisfy robustness against compression.

The fractal watermarking image was fully extracted under degree of
compression that makes the size of image decrease into (1:3) of the original
size. In gpite of this decreasing in the size of image the distortion bitsis very
little or underprivileged and the image is capable to survive the extraction.

To be practical, the system was tested by using various images
evaluated by adopting many fidelity measurement, the test results indicated
that the distortion bits is increased when the compression size decreases, and
the quality of image also decreases. The system was incomplete and robust
watermark, then it considered as a private watermark.

By using midpoint displacement method can generate image of any size
with mean equal to zero and standard deviation equal to one. The proposed

system uses RGB color space.



Chapter One General Introduction

General Introduction

1.1 Introduction

In recent years, the distribution of works of, ancluding pictures,
music, video and textural documents, has becomeeread/ith the
widespread and increasing use of the internettadifprms of these media
(still images, audio, video, text) are easily asdds. This is clearly
advantageous in that it is easier to market andose's work of art, at
same time it threatens copyright protection [AliO4]

Digital documents are easy to copy and distripadéowing for
pirating. Another problem with digital document amideo is that
undetectable modifications can be made with vergpg® and widely
available equipment, which put the digital matefaal evidential purposes
under question [Jam02]. Therefore, there are a eumb methods for

protecting ownership. One of these is known agdaligratermarking.

Digital watermarking is the process of inserting a digital signal or

pattern (indication of the owner of the contentipinligital content. The
signal, known as a watermark, can be used latidetdify the owner of the
work, to authenticate the content and to traceyallecopies of the work
[Cox02].

While the cryptographic techniques provide secrdor the
communications by scrambling a message that cabeainderstood, a
cryptographic message can be intercepted by arseépgper because the
encrypted message brings suspicion especially litangicommunications.
So, there is need for embedding data in suggeségdivat make the input
number as a fractal image by Midpoint Displacem&fgthod as a
watermark to embed in the cover image and shouidwsible to a human

observer and doesn’t make any suspicion [JamO02].
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Chapter One General Introduction

1.2 Problem Statement and Goal of Water marking

The desire for the availability of information agdick distribution
has been a major factor in the development of remhrtology in the last
decade. The increased use of multimedia acrosgtemet, multimedia
distribution has become an important way to deliservices to people
around the world. It is commonly applied in Interngarketing campaigns
and electronic commerce web sites [Cha00].

Due to the growing usage of multimedia contenttlo& Internet,
serious issues have emerged. Counterfeiting, fpr@eud, and pirating of
this content are rising. Virtually anyone with aied card, scanner, video
frame grabbers, or multimedia authoring systenmiathem to incorporate
copyrighted material into presentations, web desigand Internet
marketing campaigns. Consequently, copyright alsigxtensive among
multimedia users who are rarely caught [Isa04].

This copyright abuse is the motivating factor ieveloping new
encryption technologies. One such technology igaligvatermarking. A
digital watermarking is a digital signal or pattemmserted into digital
content (The digital content could be a still image audio clip, a video
clip, a text document, or some form of digital détat the creator or owner
would like to protect). The main purpose of the evatark is to identify
who is the owner of the digital data, but it casoaldentify the intended
recipient [Ali04].

1.3 Watermarking History

Paper watermarks appeared in the art of handmagermaking
nearly 700 years ago. The oldest watermarked plperd in archives
dates back to 1292 and has its origin in the tofAfrabriano in Italy, which
has played a major role in the evolution of theguagaking industry. At
that time paper mills produced raw paper with vargrse surfaces not yet

suitable for writing. The introduction of watermarkvas the perfect
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Chapter One General Introduction

method to eliminate any possibility of confusion.at&marks quickly
spread in Italy and then over Europe and althoungtally used to indicate
the paper brand or paper mill, they later servedndgation for paper
format, quality, and strength, and were also usetth@ basis for dating and
authenticating paper [Ali04]. With the invent oktlligital computers and
the widespread and increasing use of the intermevalife was given to

the watermarking system known as the digital waseking system.

1.4 Watermarking Terminology

Over the years, researches have coined numerous te describe
and classify watermarking techniques. We clarifestn terms in this
section.

The image into which we are hiding the informatisncalled the
host or cover data, and the hidden information is referred to asgiagoad
[Cha00].

Most image watermarking systems involve makingperceptible
alterations to the host image to convey the hiddésrmation, but there
also existvisible watermarks, which are visible patterns (like compa
logos) overlaid on top of an image [Cox02]. Howevarthis thesis, we
will concentrate on invisible watermarks and it sldobeimperceptible to
refer toinvisible watermarks.

If the original,unwatermarked image is required in order to retrieve
the watermark, the system is known masn-blind or non-oblivious,
otherwise it is known aslind or oblivious.

Watermarking system typically require the use e (like that
used in the cryptographic sense) for retrievingaimeddedvatermark. If
thesame key as in the watermark embedder must be use@tioeving the
watermark, the scheme is knownpsvate, because only the person who

has the key can read the watermark. If a diffekegtis needed to read the
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Chapter One General Introduction

watermark, the scheme is known pablic. Public watermarking is
sometimes also known asymmetric watermarking [Cox02].

Watermarking system can lbebust or fragile. Robust watermarks
are required to resist any modifications that dbdezrease the commercial
value of the cover image. On the contrary, fragiégermarks are designed
to fail when the cover image is modified.

Fingerprinting and labeling refer to specific applications of
watermarking. Labeling is similar to the use ofimenumbers to identify
an individual copy of a product. Fingerprinting che used to trace the

origin of a piece of data if unauthorized copie# @ire found [Cox02].

1.5 Relationship of Water mar king with Compression

There exist a duality between watermarking (infarorahiding in
general) and data compression. While compressios & identify the
perceptually insignificant parts of the data andoee them, watermarking
technique try to insert information into them. Maover, compression is
one of the most common operations on images; theredne must take
into account the effects of compression when desiga watermarking
system.

The most common compression standard during lastykars is
JPEG, which is based on discrete cosine transf@@T§. JPEG2000,
which operates in the wavelet domain, was propasetD00 as a future
standard of compression, and the experiments showetdt has superior

performance compared with JPEG [Ali04, Lur03].

1.6 Digital Water marking with | mages

The solution to the problem of protecting ownepstind authenticity
of digital images is explored through digital watarking. This process
attempts to add some small digital structure t@st image that cannot be

perceived or removed unless by the owner. Therefotarge body in
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Chapter One General Introduction

research has focused on techniques that embedpandeptible symbol to
the original media that will “mark” ownership ofahd authenticate it.
Then we should know that watermarking is not simitaencryption (see
section 2.2), therefore the asserted digital wadekmmust be:
1. Visually imperceptible within the host image tat there is no
visual interference.
2. Discreet or statistically invisible to prevemawthorized removal.
3. Easily extracted and unambiguously identify diaaer.
4. Robust to incidental and intention distortiorighe watermarked
image including:
a. Signal processing manipulations such as compression
b. Geometric distortions that include rotation, trafsin,
cropping, and scaling.
c. Subterfuge or attacks to change or destroy watdrmar

collusion or forgery [Ali04, JamOZ2].

1.7 Literature Survey

Different techniques were developed and appeardilerature that
attempt to meet all possible criteria both sucesiysfand optimally.
Various technique are presented for digital watekmg, primarily
focusing on still images. This survey allows gaghign understanding of
basic watermarking ideas from published reseangpli@tions and needs

for watermarking in real work.

1- Kundur, [Kun97], had utilized a multi-level wavelée&composition
combined with a Human Visual System (HVS). The arghassert
that this process merges the watermark and image rabustly and
less perceptibly. The use of wavelet decompostitias the property
of space-frequency localization, which allows geeaésilience from
intentional distortions, i.e. the watermark cafl be recovered. The

overall process is shown in figure (1.1).
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Chapter One General Introduction

Host Image L-th level ~|~
—| wavelet >
decomposi )
P »| Function of Inverse Lth
detail | ,| level wavelet
_| coefficients decomposition
St "
Watermark 17 level l
—» wavelet >
decompositi Watermarked Image

Figure (1.1): Watermarking method proposed in Kundur, 1997.

The process uses an L-th level discrete wavelestoan on the image,
and a first level DWT on the watermark. The mergingcess begins by
computing the salience, or a numerical measuresofal importance of

an image component, for each of the DWT detail fomenhts.

2- Kundur, [Kun98], had used a similar approach inrjld] but does
not use an HVS approach. Instead the authors cemsidmore
practical approach, which doesn’t require the oagjiimage to
extract the watermark. The general overview of pinacess is shown
in Figure (1.2).

: L-th level +
Host image .
— 5| wavelet N > Fusion of
decomposition ,| watermar Inverse wavelet
o  kwith [

decomposition
host l

imanea

Watermark 01001110101
Watermarking Image

Figure (1.2): Watermarking method proposed in Kundur, 1998.

The method again begins with an L-th level DWT, kwer this time
the watermark is kept simply as binary values, andandom key
governs the embedding process of the watermarkoifa particular
coefficient location in the DWT domain, the key ha®bit value one,

then the three DWT detail coefficients at that tama are ordered in
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Chapter One General Introduction

ascending order. Then, the middle-valued detaifficoent is quantized
to a particular bin depending on whether the wadekmbit value is high
or low, the inverse DWT is taken and the imageasanmarked.

3- Issar, [Issar04], he toke into account the fact tha Human Visual
System (HVS) is not sensitive to small changesig lirequencies
of the image. Therefore, the mark is embedded th&o wavelet
domain, thus making it imperceptible to the humge. & hat places
the mark into the HH, LH and HL subbands, seleconty part of
these coefficients, leaving the LL subband unmedifias shown in
figure (1.3):

Fusion of
watermark
with host
image
wavelet
coefficients
that
Watermark —— | specific

Thr.

Host imaage DWT

A 4

IDWT _Vllatermarklng image

Y

A 4

Figure (1.3): Watermarking method proposed in | ssar,2004.

4- Ali Kadhim, [AliO4], he suggested three methodsttian’t require
the original image for watermark extraction, thesthod exploit the
discrete wavelet transform features. The first sstgd method can
be used for owner identification, proof of ownepshnd transaction
watermarks (fingerprinting). The second suggestesthod was
oriented to embed the watermark such that it isalckEpto survive
against the highest degree of compression prodhgetPEG2000.
The watermark was fully extracted under high degree
compression ratio (1:19). The third suggest mettlsothe covert

communication method (a method of sending a senesisages), a
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Chapter One

General Introduction

general method is developed for embedding and exigahidden

message without need to know the key, with absehtiee original

image. Figure (1.4) illustrates the general layafithis method.

Host image
—>

Color
separation

DWT

Watermark message

—>

A 4

Fusion
of
watermar
k with
host
image
wavelet
coefficie
nts that
specific
Thr.

A 4

IDWT

—>

Watermarking image

Figure (1.4): Watermarking method proposed in Ali Kadhim, 2004.

1.8 Aim of the Work

The objectives of this work is to build and appffiogent algorithm

for watermarking color still images by a fractalage generated through

Midpoint displacement method, which require thegioal still image

through watermark extraction. This algorithm hasb® robust against

JPEG2000 compression distortions, and also has etosdrure and

imperceptible.
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Chapter One General Introduction

1.9 Thesis L ayout

Chapter 1 and 2 of this thesis provide the intobolty material.

Chapter 2: describe the conceptual review of the watermaratiomship
of information hiding with watermarking, watermangi system, purpose of
digital watermarking,  watermarking application, ermmarking
requirements, evaluation and benchmarking of waddis) the aim of
digital watermarks, the classification of watermagksystem, resistance to

attacks.

Chapter 3: is dedicated to present an overview to the wawedgtsform,
fractal and JPEG2000 that provide the IntroductmhVavelet Transform,
Wavelet Analysis, Fourier Analysis, Haar Waveleafisform, properties
of the Wavelet Transform, Fractals - a definitioharacteristics of fractal,
different Fractals, Euclidean and Fractal Geoméirgctal Dimension, The
use of JPEG2000, the Application of JPEG2000, Tieahescription.

Chapter 4: provide the proposed digital watermarking algaonthrandom
midpoint displacement method, embedded module,aetdn module,

practical investigation.

Chapter 5: provide the conclusion and future work
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Chapter Three Wavelet, Fractal, JPEG2000

Wavelet, Fractal and JPEG2000
- Conceptual Review -

3.1 Introduction

The choice of embedding locations in the host imajgeuld be
concerned with the human eyes that less sensiiveise in regions of
edge and textures than in smooth areas; Cox EE@97], argues that one
should embed watermarks in perceptually signifigaatts of an image,
which survive to compression. Numerous approaches been proposed
which choose embedding locations based on thigipie
In addition, one can also select the locationsguaikey, usually a random
number seed, to choose the coefficients to be rddtka04].

The best way to define and describe why the seledtf a fractal is
through its attributes: a fractal is “rugged”, wiimeans that it is nowhere
smooth (i.e. the Digital fractal watermarking amimgs to the attacker
what it mean), it is “self-similar”, which meansathparts look like the
whole, it is “developed through iterations”, whicmeans that a
transformation is repeatedly applied and it is ‘@wgent on the starting
conditions”. Another characteristic is that a fedcts “complex”, but
nevertheless it can be described by simple algosaththat also means that

beneath most natural rugged objects there is sodez pNVol04].

3.2 Introduction to Wavelet Transform

Everywhere around us are signals that can be ahlyor example,

there are seismic tremors, human speech, engineatiabs, medical
images, financial data, music, and many other tygdesignals. Wavelets
have scale aspects and time aspects; consequeetly application has
scale and time aspects. To clarify them we try méangle the aspects
somewhat arbitrarily.

For scale aspects, we present one idea aroundotien rof local

regularity. For time aspects, we present a listiahains. A wavelet is a
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Chapter Three Wavelet, Fractal, JPEG2000

waveform of effectively limited duration that has average value of zero
[Mat00].

Wavelet has advantage over traditional Fourier pathn analyzing
physical situations where the signal contains disnaities and sharp
spikes. Interchanges between these fields duriedgtst ten years have led
to many new wavelet applications such as image oesspon, turbulence,

human vision, radar, and earthquake predictiong&jra

3.3Waveet Domain

Wavelet is becoming a key technique in the ongosayrce

compression standard JPEG2000. The positive argsmobrsely resemble
those for advocating DCT for JPEG (i.e. preventiegermark removal by
JPEG2000 lossy compression, reusing previous stumhepossibility of

embedding in the compressed domain). In additiothtse criteria, the
multiresolution aspect of wavelets is helpful in maging a good

distribution of the watermark in the cover in terofsrobustness versus
visibility [Kat00].

3.4 Wavdet Analyss

Wavelet analysis represents the next logical stepwvindowing

technique with variable-sized regions. Wavelet wsialallows the use of
long time intervals where we want more precise fmguency
information, and shorter regions where we want d{ifghquency
information; we can compare the analysis of Shapfonrier, Gabor and

Wavelet as shown in figure (3.1).
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Amplitude
Scale

s

Time ) Ti
Wavelet Analysis ime

=

© =
2 g
2 g
< o
Ti D in (Sh Am plitude

ime Domain (Shannon) Frequency Domain (Fourier)
o &
5 o
? g

- Lo
Time Tima
Wavelet Analysis STFT (Gabor)

Figure (3.1): Compare the description of Shannongérier, Gabor and
Wavelet analysis

You may have noticed that wavelet analysis doesiseta time-frequency

region, but rather a time-scale region. Compareeleds with sine waves,

which are the basis of Fourier analysis, as showimgure (3.2).

AYATAVAYER. &

Sine Wave Wavelet (db10)

Figure (3.2): Sine and Wavelet wave.

Fourier analysis consists of breaking up a sigmal sine waves of various

frequencies. Similarly, wavelet analysis is thealiireg up of a signal into

shifted and scaled versions of the original (orhmof wavelet

3.5 Fourier Analysis
Fourier breaks down a signal into constituent simls of different

frequencies. Another way to think of Fourier aneys as a mathematical
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Chapter Three Wavelet, Fractal, JPEG2000

technique for transforming our view of the signabnh time-based to
frequency-based.

For many signals, Fourier analysis is extremelyfuldeecause the
signal's frequency content is of great importariget it has a serious
drawback. In transforming to the frequency domaime information is
lost. When looking at a Fourier transform of a sigit is impossible to tell
when a particular event took place. However, moseresting signals
contain numerous no stationary or transitory charestics: drift, trends,
abrupt changes, and beginnings and ends of evEmése characteristics
are often the most important part of the signatl Bourier analysis is not
suited to detecting them. Gabor's adaptation, d¢alie Short-Time Fourier
Transform (STFT) maps a signal into a two-dimenaidanction of time
and frequency. The STFT represents a sort of comigeo between the
time- and frequency-based views of a signal. Ivjges some information
about both when and at what frequencies a sigraitesccurs. However,
you can only obtain this information with limitedrggision, and that
precision is determined by the size of the winddat00]. The embedding
capacity in the wavelet domain is greater than@domain [Ali04].

3.6 Wavdet Transform: Continuous and Discrete

The continuous wavelet transform (CWT) is definedlee sum over
all time of the signal multiplied by scaled, shifteersions of the wavelet

function y :
C(scalg position) = T f () (scalg positiont)dt ... (3.1)

The results of the CWT are many wavelet coeffige@t which are a
function of scale and position. Multiplying each effccient by the
appropriately scaled and shifted wavelet yields dbestituent wavelet of

the original signal.
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Chapter Three Wavelet, Fractal, JPEG2000

The basic idea of the Discrete Wavelet TransfddwW{) for a one-
dimension signal is the following. A signal is $phto two parts, usually
high frequencies and low frequencies. The edge ooeus of the signal
are largely confined in the high frequency parte Tbow frequency part is
split again into two parts of high and low frequgndhis process is
continued until the signal has been entirely decmsafd or stopped before
by the application at hand. For compression an@émvarking application,
generally no more than five decomposition steps ammputed.
Furthermore, from the DWT coefficients, the oridinrgignal can be
reconstructed. The reconstructed process is cdlledinverse Discrete
Wavelet Transform (IDWT).

aJ » H* > l 2 —» aj+1 » H* > ! 2 I aj+2 — s eieene
» G 12 > diy > G » 2 > d,

aj+2 E— T 2

v
T
o
s
v
T
o

t2

A\ 4
()
g

— " 12 » G T dy —> 12

j+2

(b)
Figure (3.3): The (a)DWT and the (b) IDWT of 1D sl

The DWT for two-dimensional signals, like imagessimilar to the DWT
for one-dimensional signals. The difference is thia¢ has to implement
separately for each dimension the DWT and IDWT eesipely. The
image will be decomposed for each resolution level a high-high (HH),
high-low (HL), and low-high (LH) sub band, and avitow (LL) sub band
for the coarsest resolution level. The LL band ksoaknown as the

approximation sub image because it contains mogteoinformation from
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Chapter Three Wavelet, Fractal, JPEG2000

the image. The HL, LH, HH sub bands are the dstdilimages containing
the horizontal, vertical and diagonal details (gare 4 and 5).

LL: | HL;
HL;
LHs | HH;
HL,
LH; HH-
LH; HH;

Figure (3.4): DWT pyramid decomposition of an imader three

resolution levels.

DWT

Figure (3.5): Example of a multiresolution decomptisn for images.

3.7 TheHaar Transform

The Haar transform uses a scale functign and a wavelei(t), to

represent a large number of functiorigt). The representation is the

infinite sum [Sal00]

f(t) = ick¢(t—k)+ iidj’k(/l(?t—k) ..... (3.10)

k=-00 k:—ooj:O

WhereC, andd, are the coefficients to be calculated.
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The basic scale functiog(t) is time unit pulse

¢(t):{1 0Ost<1 (3.11)

0 otherwise
The function ¢(t - k) is a copy of¢ (t), shifted k units to the right.
Similarity ¢ (2t - k) is a copy ofg(t - k) scaled to half the width af(t - k).
The shifted copies are used to approximatggat different timest. The
scaled copies are used to approximate at higher resolutions and

represent the interval time basic Haar waveldiasstep function

w(t):{105t<°'5 ..... (3.12)

— 1 otherwise
From this we can see that the general Haar waygit-k) is a copy of

@ (t) shifted k unites to the right and scaled such that its tafidth is
12! .

There are two main types of transfornesthogonal and subband
An orthogonal linear transform is done by computinginner productof
the data (pixel values) with a set lwdisis functionsThe result is a set of
transform coefficients. There are several examplesportant orthogonal
transforms, such as the DCT.

The other main type of transforms is thgbband transformThe
Haar transform issubband transform It is done by computing a
convolution of the data with a set dfndpass filters Each resulting
subband encodes a particular portion of the frecpeontent of the data.

The principle of the Haar transform is to calculakerages and
differences. It partitions the image into regiongls as that one region
contains large numbers (averages), and the otligon® contain small
numbers (differences).

However, these regions, which are called subbaasmore than
just sets of large and small numbers. They reftifferent geometrical

artifacts of the image. Figure 3.6 (Left Part) skaam 8 x 8 image whose
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pixel values are 12, except for a vertical linehwpixel values of 14 and a
horizontal line with pixel values of 16.

Figure 3.6 (Right Part) shows the results of apglythe Haar
transform. The upper-right subband now containeesaof the horizontal
line, whereas the lower-left subband shows tratéseovertical line. These
subbands are denoted by HL and LH, respectivelye Tdwer-right
subband denoted by HH reflects diagonal image aatsf The most
interesting is the upper-left subband, denoted Ibyhat consists entirely of
averages. Here, we have implemented one stage dblvard and inverse
discrete wavelet transform using Mallat’s fast wat&ansform algorithm.

The 2 x 2 convolution kernels used are:

1|11 _1j1 -1
WONMW—EL J hONMW—EL__J

1)1 1 111 -
hy(X)h(y) = E{—l _J h(X)h(y) _E{—l 1}

This subband is a one-quarter version of the emtiage, containing traces

of both the horizontal and the vertical lines.

12 12 12 12 14 12 12 12 24 24 26 24 0 0 2 O
12 12 12 12 14 12 12 12 24 24 26 24 0 0 2 O
12 12 12 12 14 12 12 12 28 28 28 28 0O O O O
12 12 12 12 14 12 12 12 24 24 26 24 0 0 2 O
12 12 12 12 14 12 12 12 0 0 0 o 0 O O O
16 16 16 16 14 16 16 16 0 0 0 o 0 O O O
12 12 12 12 14 12 12 12 -4 -4 -2 4 0 0 2 O
12 12 12 12 14 12 12 12 0 0 0 o 0 O O O

Figure (3.6): An 8 x 8 image and its subband decarsjtion

The method of averaging and differencing can bls@xpressed as
filtering the data. Averaging corresponds to a low passifig. It removes
high frequencies of the data. Since details (stdr@nges in the data)
correspond to high frequencies, the averaging pioeetends to smooth

the data. The low pass filter can be expressed\/%aﬂ,l) in the Haar case

and when we average the data; we move this filgrgaour input data.
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The differencing corresponds to high pass filtering removes low

frequencies and responds to details of an imagee sletails correspond to

high frequencies. The high pass filter can be esqmeé asj—E (L,-1)in the

Haar case, in which we take the difference of @ta;,dve simply move this
filter along our input data. The low pass and tpgiss filters make up what
in signal processing language is referred to Bisea bank The method of
averaging and differencing is referred to as amalyie reverse procedure
(going in opposite way) is callaynthesis

A standard decomposition of a two dimensional imageasily done
by first performing a one-dimensional transformatam each row followed

by a one-dimensional transformation on each column.

3.8 Properties of the Waveet Transform

The wavelet transform has a number of advantages other

transforms: [Cox97]

1. The wavelet transform is a multi-resolution dggmon of an image,
the decoding can be processed sequentially fromvadsolution to
a higher resolutions.

2. The wavelet transform is closer to the humanalisystem than the
DCT. Hence, the artifacts introduced by wavelet dioncoding with
high compression ratio are less annoying than thissduced at the
same bit rate by the DCT. Additionally- in the JPE&se- block
shaped artifacts are clearly visible, since imag#ing based on the
DCT usually operates on independent (8 x 8) blocks.

3. The wavelet transform generates a data strudtoogvn as scale-
space representation. In this image representdtierhigh frequency
signals are precisely located in the pixel domawhile low-
frequency signals are precisely located in theueegy domain.

The spatial resolution of the wavelet transi®rincreases with
frequency. Therefore sharp edges, which are |lasdlgpatially and
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have a significant high-frequency content, can densn the detail
subbands and form the contours of the image's thj¥¢hile the
frequency resolution is independent of the freqyeimcthe DCT
domain, it is inversely proportional to frequenay the wavelet

domain.

Barni [Bar99], Dugard [Dug98] and other authors niofeed several
advantages which can be exploited by watermarkohgrees operating in
the wavelet transform domain:

1. The hierarchical image representation, due & rthulti-resolution
characteristics of the transform, is especiallyadle for applications
where the image is transmitted progressively, wharmge amounts
of data have to be processed, such as in videacafiph, or for real-
time systems. Watermarking algorithms that embhagkiearchical or
nested watermark can save a lot of computatiorfattefvhen the
mark can be detected early in a progressive trassom. They have
to reset to the higher resolution subband only winenwatermark
could not be detected or extracted from the subbathlyzed
previously.

2. The Wavelet domain allows superior modelinghaf Human Visual
System (HVS). It is closer to the hypothetical €grtransform than
the DCT, since it splits the signal into individuznds that can be
processed independently. Moreover, the visibility \Wavelet
guantization noise and the possibilities of visuasking in the
Wavelet domain have been extensively studied.

3. While the high resolution subbands allow loagtimage features
such as edges or textured area easily in the tnanstlomain.
Watermarking schemes often put more watermark gnetg large
DWT coefficients, thus affecting regions with higlontrast, like

edges and texture, to which the HVS is not sersiflis is just one
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example of implicit masking that can be easily exeld in the
Wavelet domain.

4. The Wavelet transform is computational efficiesmtd can be
implemented in a variety of ways, e.g. by means fitier

convolution.

3.9 Fractals - A Definition

The word fractal comes from the Latin adjectivecfus which

means broken. A more scientific approach of thentactal is that it is a
fragmented mathematical geometric shape that carsubeivided into
smaller pieces that represent a reduced-size cbplyeowhole that is in
contrast to fractal objects such as mountains aadtiine [Batty94].

“Fractals are objects of any kind whose spatiainfiois nowhere
smooth, hence termed "irregular", and whose irregity repeats itself
geometrically across many scales”, artie fractal as the B. Mandelbrot
definition isa rough or fragmented geometric shape that canubelisided
in parts, each of which is (at least approximatelyjeduced/size copy of
the whole.

Mathematicalthe fractal is a set of point whose fractal dimensi
exceeds its topological dimensidhis fairly common in nature to notice
objects that do not have well-defined geometrigpssabut appear to be
constructed according to some simple mathematugigsy example are
found in mountains, coastline, volcanic, seashgilgnt and clouds
[Wol04].
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3.10 Characteristics of fractal

The world is chaotic, discontinuous, irregular its isuperficial
physical form but... beneath this first impressias lan order which is
regular, unyielding and of infinite complex[§at94].

1. A Fractal is Rugged:
a. Coastline
Benoit Mandelbrot introduced fractal geometry bg tjuestion of
how long the coastline of Britain is.
b. Border
There are again limits as with the coastlines abouike the
definition of the border, that is defining its wagd the limit by the
smallest and largest scale.
c. Richardson
As early as in the year 1961, Lewis Fry Richardepamined the
growth rate of the length for different curves sashcoastlines and
borderlines.
2. A Fractal is Self-Similar:

Many objects and patterns in the real world possesgitbgerty of
self-similarity:" no matter what scale is used to view the pattehne, t
magnified portion of the shape looks like origimatterri. Such objects
include mountains and coastlines, as well as skwbagases of pattern
derived purely from mathematics. In general terars,object is spatially
self-similar if it appears, exactly or statistigalkame under different levels
of magnification. Any structure is self-similar it has under-gone a
transformation in which the proportions of the stane have all been
modified by the same scaling factor. The new shmagg be smaller, larger,
rotated, and/or translated, but its shape remamsas, which means that
the relative proportions of the shapes’ sides &edriternal angles remain

the same [Bov96] - these transformations can bdymed by a reduction-
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copy machine as shown in figure (3.7). Fractaldpeced by self-similar

transformations are “true” fractals; the underlyialgorithm is the same
from scale to scale - zooming into such a fradtals an object, which is
the same as the whole. These "perfect" fractals pnagiuce objects which
look similar to nature, but there is mostly someghmissing - the factor of
random. Nevertheless they can be used as a fipsbagh to nature instead

of Euclidean objects- remembers. trees are no spheres

Figure (3.7): The reduction ...
The reduction of a paper in a copy machine is alarty transformation.

If a transformation reduces an object unequallpne or the other
way, then the transformation is referred to aslbasene transformation.
In a self - affine transformation the internal agbf the shape and/or the
relative proportions of the shape's sides mightraotain the same - these
curves are not exactly self-similar [Man97].

One example for an early attempt of using selfanity in
architecture is the floor plan of the Tadsch Mahahgra/India. The Hindu
Temple “Rajarani” in Bhuvanesvar also shows somarastteristics of

fractals as shown in figure (3.8).

Figure(3.8): The “Rajarani”
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In the picture of the Pokrov cathedral in Moscow firominent element
turns out to be the bulb-shaped dome. This elememansformed in size
and position from one stage to the next, whichesdered prominent
through the colors yellow, orange and red. Butdditon to that there are
also other forms that are repeated on differenfescas shown in figure
(3.9).

Figure (3.9): The “Pokrov cathedral”
3. A Fractal isInfinitely Complex:

Fractals are highly complex, that means zoominwiihbring up
more and more details of the object, a characierisat continues until
infinity. It was only in the 70ies that Mandelbm@iuld show the results of
the formula as a picture, which needed the higlac&pof computers. The
Mandelbrot set is similar from scale to scale, \wheeans zooming closer
to the details there will always come up new phrtking similar to each
other and sometimes to the whole - see figure §3T0e only limits are

limits of capacity and, rounding mistakes by thenpater [Man97].

pery

Figure (3.10): The Mandelbrot set
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4. A Fractal isdeveloped through Iterations:

Self-similarity, as described before in this chaptan be produced
by iterations, which means that certain kinds afrfelas or geometric
principles are repeated on the previous resulh@fcalculation or drawing
respectively. Examples for geometric rules makehapfern and the Koch
curve; those for fractals based on a mathematigahteon produce the
Mandelbrot set [Mic01].

5. A Fractal Dependson Starting Conditions:

Little differences with regard to the starting cdimmhs may cause
great differences in the results. The reason far lis in the circumstance
that for fractal structures always the same rutesepeatedly applied. The
behavior of a system can be analyzed by repedim@xperiment with the
same starting values, under the same conditiorthaothe same results
may be found. This leads us to the principle okatdity. If the same causes
have the same effects this is calletiveak" causality. But mostly it is only
possible to get similar starting conditions and ticg same ones, which
leads to dstrong" causality [MicO1].

6. A Fractal isCommon in Nature:

Many objects show fractal structures and can beodemed through
fractal geometry such as the cluster of galaxiesydoots of trees, the crater
landscape of the room and plants [MicO1].

3.11 Types of Fractal

"Every natural thing around us is a fractal structuin principle,
because smooth lines and planes only exist in theali world of
mathematics. Beside that theoretically any systemch can be visualized
or analyzed geometrically, can be a fractal."

This section gives an introduction to some différeinds of fractals like
the so-called “true” mathematical fractals, to whibhe Cantor set belongs,

and the “chaotic” fractals, with the Mandelbrot d®ing an example.
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Beside that some other methods of creating fraciath as the iteration
function systems, the DLA model, the L-system am@& tMidpoint
displacement method will be introduced. The forrstoénge attractors as a
connection to deterministic chaos also offers &bcharacteristics and will
be described at the end of this chapter. The o¢her type of fractal may
help in creativity, analysis, comparison, consiagt organization and

other questions arising in architecture [Man97].

3.11.1 The"true' Mathematical Fractals:

The development of this kind of fractals considtsimple rules - a
starting image, the so-called initiator, is repthby another image, the so-
called generator. But nevertheless they are vemptex and always
strictly self-similar: it does not matter which pave analyze, it always
looks exactly like a scaled down copy of the wrs#é The tools to create
such fractals are called iteration and feedbadkation means that the
procedure is repeated based on the result of thequs step.

a. Cantor Set:

For producing the Cantor Set the initiator, a gtnaline of a certain
length, is replaced by a generator consisting ofltmes, each of the length
of 1/3 of the initiator, in such a way that the nkeves are located in each
case at the end of the initiator. This geometrle is repeated again with
the two new lines, which leads to four lines andbedPau91, Wol04], as

shown in figure (3.11).

el iahar L il etk
L] hicrachy
pemeral ol

1 )

] = i | oa ] = |Paxt | b |

Figure (3.11): Cantor Set
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b. Sierpinski Gasket

For producing the Sierpinski Gasket, the initiatan equilateral
triangle, is replaced by a generator consistinthide equilateral triangles,
each of the size of half the initiator, in suchaywhat the new triangles are
located in each case at the three corners of thatar. In other words an
equilateral triangle is cut out in the middle. Thig-out triangle is half the
size of the initiator and rotated by 180 degredke- side-points of the
triangle are defined by the midpoints of the sidéshe original triangle.
The same procedure is repeated for each of the tiew triangles, and so
on. The remaining triangles or the set of pointt @re left after infinite
iterations is called the Sierpinski Gasket [WolOBr further details see
figure (3.12).

A Ll

itutiated generated

Figure (3.12): Sierpinski Gasket

c. Koch Curve

The initiator of this fractal is again a line, thenerator four lines of
1/3 of the initiator. For their creation, the iatior-line is divided into three
equal parts, with the middle part being replacedabyequilateral triangle
of the side length of 1/3 of the initiator - themer part of the triangle,
however, is taken away. This procedure is thenategefor the four new
lines. After infinite steps the construction leadsthe Koch curve - the

geometric rule for this fractal is shown in figyB13) [Wol04].
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Figure (3.13): Koch curve
d. Minkowski Curve

For constructing the Minkowski curve the initiatarline of example
a unity length equal to one, is replaced by a geperconsisting of eight
lines. These eight lines, each 1/4 of the origimad, are arranged in the
following manner: horizontal lines, which are keptposition, build the
first fourth and the last fourth of the originahd. The second fourth
consists of a line turned up 90 degrees, followed horizontal line and
finally by a line moving down 90 degrees again. Tthead fourth is
constructed by a sequence of lines that is firstetd down 90 degrees then
moving horizontally and finally turning up 90 degseagain to connect the
last fourth. This rule of construction is then ratael for all eight new lines
of the first iteration, 64 lines of the secondat&sn, 512 lines of the third

iteration and so on [Wol04], as shown in figurel@.

‘E\ = :\l —{/\

s 'T_ N~
—

Figure (3.14): Mlnkowski curve

e. Peano Curve

The initiator of the Peano curve is once more daefithrough a
straight line and the correspondent generator stmsif nine lines 1/3 of

the initiator. The first line of the generator rulmsrizontally, the second
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turns up by 90 degrees, then a horizontal pamidlbefore the curve turns
down again by 90 degrees. The fifth line moves ladke end of the first
line without touching it. The next part of the cenheads down by
90degrees, followed by a horizontal part beforgogs up again. Finally a
line located in horizontal position again forms thst section [Wol04] -

see figure (3.15).

ititiated generated

Ist teration 2nd iteration 4th steration

Figure (3.15): Peano curve

3.11.2 Chaotic Fractals:

This fractal type is connected with the theory okas, and its
elements are obtained by a simple mathematical tegquiBov96]. For
visualizing them, each point on the paper or scisaelated to a certain
number - e.g. in the case of the “Mandelbrot dat ts a complex number.
This number is then iterated, that means it is usedformula and the new
number resulting from that is then again used engame formula, which
leads to the next iteration. This sequence of dgpersiis "similar" to the
work of the "copy-machine" of linear fractals - itegard to insertion.
The insertion is repeated until the numerical velapproach infinity,
converge or fluctuate between several numbers. mxkpg on the result,
the original point may be colored differently.

a. TheMandelbrot Set
The Mandelbrot set as shown in picture 04 is oneheffamous

fractals. It was born when Mandelbrot was playinghwthe simple

quadratic equationz,, =z,*+C. In this equation, both z and c are
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complex numbers. In other words, the Mandelbrotisethe set of all

complex c such that iterating,,,, =z, +C dose not diverge [Bat94].

To generate the Mandelbrot set graphically, the pder screen
becomes the complex plane. Each point on the plarested into the

equationz,, =z’ +C. If the iterated z stayed within a given boundary

forever, then the c point considered inside theaset the point will be
plotted black. If the iteration went out of contrite point will be plotted
color. There is no way to sketch the Mandelbrot@eeve describes it
without a computer [Abd01].
b. The Julia Sets

The Julia set as shown in figure (3.16) is anotleey famous fractal,
which happens to very closely related to Mandelbedt It was named after
Gaston Julia. The main difference between the 3elisand Mandelbrot set
Is in the way in which the function is iterated.eTMandelbrot set iterates

Z.. =Z," +C with z always starting at 0 and varying the c eallhe Julia
set iteratesz,,,, =z,* +C for a fixed ¢ value and varying z value. In other

words, the Mandelbrot set is in the parameter sparce-plane, while the
Julia set is in the dynamical space, or the z-pjabe01].

Figure (3.16): Julia set

3.11.3DLA Modd - Diffusion-Limited Aggregation M odel:

In physics and chemistry diffusion means a certahavior of two

different gases or liquids, which get in touch watich other. This behavior
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Is characterized by the circumstance that two ihffegases or liquids are
mixed when they are brought together. This mixtuappens because of
molecular heat emission, but the way of diffusidas,“form”, cannot be
forecast, which means that it cannot be calculbyechathematics.
Through simulation: a certain point is marked,dgaample in the middle of
the computer-screen. This point is the startingipof the diffusion. Now
another point, anywhere on the screen starts itsdarangs. The way it
follows is random; the movement is stopped wheauthes the stationary
point, because at that moment it is also turneal anfixed point. We can
also think of a screen full of dead cells - ond oélwnhich is turned to life
in the middle part of the screen. Touching thislvpoint means that the
moving cell is also turned to life. The random moeat is repeated for the

next cell or point anywhere on the screen- seadi8.17).
/ 1M ramdem 1% randem \
starfing peint starting poimt

snigin peini

Y peg s e 1% pozable

SrOam wa renaom wan

.- L2 200 ryg dem
\ | & TEF lii:;_; ru-:/
Figure (3.17): DLA
Beside that the way of the Brown-movemaetarly fills the plane - this

would mean that the way of the Brown-movement potogically a curve
of the dimension 1, but because it nearly fills fi@ne it is a fractal of
higher dimension [Wol04].
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3.11.4L-Systems - Lindenmayer -Systems:

Lindenmayer-Systems are like the IFS very closen#turally
looking objects. The biologist Aristid Lindenmayadgveloped this variant
to describe plant-forms similarly to the transfotima rules of IFS
[Wol04], as shown in figure (3.18).

Figure (3.18): produced with L-Systems:

3.11.5 Strange Attractors.

The long-term behavior of a system can be repredein the so-
called n-dimensional “phase space”. Attraction syeto which these
trajectories aim, are called attractors. Put irttieowords an attractor is a
preferred position for the system to which it esdwo matter what the
starting position is. Once such a position is redci will then stay on the
attractor in the absence of other factors. Onesidakstrange attractor is
the “Lorenz attractor” that is used for the weatf@ecast. The weather
forecast depends on many parameters such as sedsgstation,
temperature or direction of the wind. Edward Lordned to describe

meteorological processes with the support of déffiéal equations.

3.11.6 |IFS - lteration Function Systems:

That concerned previous in section (3.10) the dtaristic of

Fractal in the self-similarity description.
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3.11.7 Random Midpoint Displacement M ethod

Random midpoint displacement method introduced oyriRer et

al [Cox97]. The mathematical, non-linear and lineacfals presented
above are deterministic, which means that repeatiegtransformations
under the same starting conditions will always ltesuthe same figure.
The midpoint displacement method, however, beldogghe category of
random fractals, such as the fractals generatatidopL A-method, which
in general produce more nature-like "random" olgject

We draw a triangle on the screen and mark the rerde the three
borderlines. Then we move these points perpendlguia the lines up or
down by a random factor. The resulting object cstssof four smaller
triangles; one of them is the combination of thee¢hnewly constructed
points, as shown in figure (3.19). The same isiadgb the new triangles,
and so on. For the decision whether the centert goimoved up or down
we use a coin [lvo02].

Figure (3.19): Midpoint Displacement
The midpoint displacement method shows very cledhnigt the ideas
around fractal geometry have already been knownaféong period of
time. Archimedes (287-212 B.C.) used the midpoirgpkhcement for
measuring the area under a parabola. For this parpovertical line is
drawn from the center of the base line of the palehbntil it touches the
curve. This upper point is then connected with base-points of the
parabola. In the next step vertical lines are dréiwm the centers of the
two new outer lines until they again reach the eu®nce more they are
closed to form triangles whose area can be givsitye&ach step produces

twice as many triangles as the step before. Aftenes "iterations" the
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calculated area does not increase very much, tahsithat the remaining
area between the triangles and the parabola becemater and smaller,
as shown in figure (3.20). The height of a certstiep is related to the
heights of the steps before by the formula: hergfitj = (1/4)*height(n).

f

Figure (3.20): Iteration of mountain
Moving up or down the midpoints of the sides ofriartgle by a certain
value can produce natural looking landscapes. Takievof such a
displacement can be calculated through differestridution rules - in this
way rough or smooth looking mountain ranges cangéeerated. The
construction of the final mountain-like surface uggs an additional
graphic procedure which connects all the genenptéwls in the way that
the space can be visualized, example modelingrbgtangular network, as

shown in figure (3.21).

Sth image

Figure (3.21): The construction of the final mountain
Then the principle of work of this project repret@ehas follows:
An initial square is subdivided into four smallejuares, as shown in
figure (3.22).
Let us have four point$X,, Yo, f (Xo Yo)l, [X1, Yo, f (X1 Yo)l,

[Xos Vas T (Xos V)L [X0, Y1, F (X, 1)), In the first step we add one vertex

into the middle. The vertex is denotec{byz, Yi2 F (X0 Yy0) |, where
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1
X2 = > (X +X,)

1
Yi2 = E (YO + y1)

423 =060+ 0+ 10N+ 063) _(a13)

This procedure is recursively repeated for eaclsgudre, then for every

their descendants, and so on.
[X0,YO0] [X1,YO0]

.
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[X0,Y1] [X1,Y1]

Figure (3.22): First four steps in random midpoint displacement

method

The random number must be generated with Gausstibdtion
[u=0,0=1] and in the i-th iteration step the variat@rhave to be modified

according to

2 1 2
o _WJ ..... (3.13)

Where H denotes Hurst exponent H <2). From equation (3.13)
we can see, that the first iteration has the biggdéisience to the resulting
shape of the surface and influence of the othessedses.

In the second step we calculate the points on tlgeese of Initial
Square. We virtually rotate square # and calculate the values as in the
previous step.

In the next step we virtually rotate the squarekbayg 45’ and we

recursively apply the first two steps on the fowewnsquares as is
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mentioned above. This recursive process ends gfien number of
iteration [Ivo02].
Fractal dimension D of surface is obtained by
D=3-H
An example of fractal terrain obtained with randondpoint displacement

algorithm is in figure (3.23).

o

(a)
Figure (3.23): Example of fractal terrain (a) Wire frame model (b)

the same model textured

3.12 Euclidean and Fractal Geometry

Up to these days we have been used to think akantéthe words of
traditional Euclidean geometry [Bov96]. But manynymex objects
described and composed by single Euclidean sedi8at84] do not really
reflect the characteristic of the whole real-wortject; clouds and
mountains respectively do not correspond to simgd®metric rules.
Fractal curves consist of infinite elements whick anfinitely small and
which are, because of that, not tangible. Thesaiiafelements are the
reason why the length increases to infinity atrg#mitely small scale and
by that makes it impossible to define a point ofractal curve by co-
ordinates or describe its position on the curvectafter all. Some of the
major differences between fractal and Euclideamgtoy are outlined in
table (3.1).
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Table (3.1): Differences between fractal and Ewaidgeometry

Modern invention. Traditional.
No specific size or scale. Based on a charactesste or scale.
Appropriate for geometry in nature}  Suits desoniptbf man made objects.

Described by an algorithm. Described by a usuathpke formula.

Firstly the recognition of fractal is very modethey have only formally

been studied in the last ten years compared toideaci geometry which
goes back over 2000 years. Secondly whereas Eanlideapes normally
have a few characteristic sizes or length scalgs: (fne radius of a circle
or the length of a side of a cube) fractals haveclsaracteristic sizes.
Fractal shapes are self-similar and independersizef or scaling. Third,

Euclidean geometry provides a good description aih+made objects
whereas fractals are required for a representaifonaturally occurring

geometries. It is likely that this limitation of odraditional language of
shape is responsible for the striking differencéwken mass produced
objects and natural shapes. Finally, Euclidean gto®s are defined by

algebraic formulae.

3.13 Geometrical Dimensions

The concept of dimension used in school mostly dealth
Euclidean geometry. In short, in an E-dimensioyatem of co-ordinates
at least E-co-ordinates are needed for defining pbgition of a point.
Consequently a point corresponds to a zero-dimeakisystem of co-
ordinates, points on a line to a one-dimensioniheaon a plane to a two-
dimensional and finally a plane on a cube to aetltienensional system of

co-ordinates, as shown in figure (3.24).
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Figure (3.24): Euclidean Geometry
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The point has no width, no height, no length amidfore no dimension.
As well as a line in the Euclidean sense cannalraen exactly, because it
has no thickness and is characterized by infirotypdth sides, something
similar is true for fractal curves. First they alsave no thickness and
second they are unrestricted, which means that dheyof infinite length
bound between two ends. The thickness in generad isroblem, but also
infinity does no harm, because the character amidbies of fractals can
be shown after only a few iterations, for exampié/@ few iterations can
produce fern-like, mountain-like or cloud-like ftats [Pau91,Bal94].

Each point on a two-dimensional surface can beribestby exactly
two numbers, e.g. a grid can be put on the surdacethe distances from
the borders can be given. A certain width and saoetength define the
plane, but it has no height.

A point in a three-dimensional space, with the eéhcBmensions
being the length, the width and the height, is deed by three numbers,
for example by the three ordinates [Wol04].

3.14 Fractal Dimension

Visually the fractal dimension is the expressiontloé degree of
roughness, which means how much texture an olpast, It also shows
how fast the length of a fractal increases from tegtion to the next.
Fractal dimension is not an integer in contrasttihe dimension in
Euclidean geometry. The complex forms of cloudspodl vessels,
coastlines or mountains seem to have an unrestradmplexity, but they

nevertheless have a geometric regularity, theitescaependence. That
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means, if we analyze the structure on differentescave will always find
the same basic elements. Fractal dimension alseg&sgs the connection

between these different scales [Bov96].

The Hausdor ff Dimension

Take an object residing in Euclidean dimension O asduce its
linear size by1l/r in each spatial direction, its measure (lengthaare
volume) would increase to\ = r° times the original [Rob95, Man97,

Cyn04], as shown in figure (3.25).

D=1 D=2 D=3
™, T,
r =2
N=2
N=4 N
N=28
N~ S
r=23 N-3
\\
N=09
N=27
D
N=r

Figure (3.25): The Hausdorff Dimension
Take the log of both sides, and deg(N) = Dlog(r) . If we solve for D,
D =log(N)/log(r). D need not be an integer, as it is in Euclidean

geometry. It could be a fraction, as it is in felgeometry.

For Cantor set, we calculate the dimension by, as shown in figGr2q):

D =log(N)/log()
D =log(2)/log(3) = 063, We have an object with dimensionality less

than one, between a point and a line, as showiguinef (3.26).
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Figure (3.26): Cantor set
For Sierpinski Triangle, Calculating the dimension by:

D =1log(N)/log(r) = log(3)/log(2) =1.585. This time we get a value

between 1 and 2, as shown in figure (3.27).

Figure (3.27): Sierpinski Triangle
For Koch curve, D = log( N) /log(r) = log(4) /log(3) =1.26 ,as
depicted in figure (3.28).

Initiator

4/\— Generator

Figure (3.28): Koch curve
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3. 15 JPEG2000
JPEG committee has decided, as early as 1995,vi@lagea new,

wavelet based standard for the compression ofistdges, to be know as
JPEG2000 (or JPEG Y2K). The JPEG2000 architectivaraces a number
of different applications in the digital imaging rkat, everything from
digital cameras, pre-press, medical imaging anceroltey sectors. As
digital imagery expands in quality, size, and agailon there is a greater
need for image compression with flexibility and ia@ént
interchangeability. JPEG2000, file extension .J®23, more dynamic, more
powerful file format for today and tomorrow's amgliions delivering
better compression efficiency, as well as featmsavailable in previous
standardsWavelet-based compression technology is the core strength of
JPEG2000, which is designed to meet the growindicgtipn needs not
addressed by the current JPEG standard. Whileimdfestate-of-the-art
compression, JPEG2000 also offers unprecedentezbsacoto the image
while still in compressed form. Thus, images cambeessed, manipulated,
edited, transmitted, and stored in a minimal infation form. JPEG2000
supports a wide set of features, achieving in glsifile format what the
original baseline JPEG offers in 44 largely incotiiga modes. JP2 is a
feature-rich, flexible format that is striving t@ lan open standard by the
end of year 2000 [Chr00].

3.15.1 The Use of JPEG2000

With the increasing use of multimedia technologigsjage

compression requires higher performance and neturtssa The JPEG2000
standard is intended to advance standardized ic@djag systems to serve
applications into the next millennium. JPEG2000I witovide superior
rate-distortion and subjective image quality perfance than existing
standards; its features will define JPEG2000. It provide functionality
vital to many high-end and emerging imaging appioces by taking
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advantage of new modern technologies. Specifictdlg,new standard will
address areas where current standards fail to peothe best quality or
performance and will provide capabilities to mask#tat currently do not

use compression [Iso00].

3.15.2 The Application of JPEG2000
JPEG2000's desired capabilities shall serve magtetsapplications

such as: Internet, Facsimile, Printing, Scannibggital Photography,
Remote Sensing, Mobile/ Wireless, Medical, Digitabrary and E-

Commerce [Iso00].

3.15.3 Technical Description

JPEG2000 is a new wavelet-based image coding system for
different types of still images (bi-level, gray-&ycolor, multi-component)
with different characteristics (natural images,estific, medical, remote
sensing imagery, text, rendered graphics, etoowatly different imaging
models (client/server, real-time transmission, imaljporary archival,
limited buffer and bandwidth resources, etc.) padey within a unified
system.

This coding system is intended to provide low bieroperation with
rate distortion and subjective image quality perfance superior to
existing standards, without sacrificing performamteother points in the
rate-distortion spectrum.

This standard will serve still image compressioadsethat are currently
not served by the JPEG standards. For example, imwy bit-rate,
progression for the WWW, medical imagery, pre-press. It is intended
to complement, not to replace, the current JPE@Gdstas. Indeed, this
standard is expected to include an architecturatect that will allow the
previous standards to be used as desired on diffetiees and/or

components within a single image [Cru0Q].
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Following is a list of features that this new startlis expected to
improve on existing methods:
1. High compression efficiency. Bitrates of less tl@a25 bpp for highly

detailed grayscale images.
2. The ability to handle large images. Up @& x 2% pixels (the
original JPEG can handle images of u2td x 2'°).

3. Progressive image transmission. It can decompressinage
progressively by resolution, color component, gioae of interest.

4. Easy, fast access to various points in the compdestseam.

5. The decoders can plan/zoom the image while decasimge only
parts of it.

6. The decoder can rotate and crop the image whilerdpressing it.

7. Error resilience. Error-correcting codes can beluted in the
compressed stream, to improve transmission relabih noisy
environments.

JPEG2000 is based on the Embedded Block Coding @ptimized
Truncation (EBCOT) scheme proposed by Dr. TauhmBasically,
EBCOT can be viewed as a block-based bit-planerc@@e that the basic
coding unit is a block instead of the whole image uised in coding
schemes and each block is then encoded indepepdsntising the same
algorithm. That for each block a separate bit-stréa generated without
resorting to any information from other blocks).

The implementation of EBCOT is a pipeline structageshown in figure

(3.29), which attempts to minimize the internal noeynsize [Chr0O,

Cru00].
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Chapter Two Digital Watermarking

Digital Water marking

2.1 Introduction

Digital watermarking can be defined as the pcactif imperceptibly
altering the software product (Digital Document)ambed a watermark
(can be message, image or number) about that prodwhile
Steganography represents the art of concealed coioation that keeps
the very existence of a message secret [ISO00].

Steganography methods are usually not robushsigaiodifications
of the data, or have only limited robustness todpod the embedded
information against technical modifications that ymaccur during
transmission and storage, like format conversiond aompression
[Jam02].

On the other hand, watermarking has the additiomdion of
resilience against attempts to remove the hiddém ddus, watermarking,
rather than Steganography principles are used wieertbe cover data is
available to parties who know the existence of lidelen data and may
have an interest in removing it. Although waternmagkmethods have been
robust, in general, different levels of requirebustness can be identified

depending on the specific application-driven reguments [Cox02].

2.2 Relationship of I nformation Hiding with Watermarking

Watermarking is closely related to the fields wformation hiding
and Steganography. These three fields have a desdtof overlap and
share many technical approaches. However, there famdamental
philosophical differences that effect the requiratagand thus the design,
of a technical solution.

Information hiding (or data hiding) is a general term encompassing a

wide range of problems beyond that of embeddingsagsin content. The
term hiding here can refer to either making thenmation imperceptible

or keeping the existence of the information se€Ce02].
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Chapter Two Digital Watermarking

Seganography is a term derived from Greek words steganos, which

means "covered", and graphia, which means "writidg"is the art of
concealed communication. The very existence of asage is secret. An
example of Steganography is a story from Herod[ox02].

Cryptography is the art and science of keeping messages sg€ior@2].

Therefore the difference between the Steganogra@nd
watermarking that the information hidden by watekimay system is
always associated to the digital object to be mtettor to its owner while
steganographic systems just hide any informatidwe. "Tobustness" criteria
are also different, since steganograhy is mainhcemed with detection of
the hidden message while watermarking concernsnpateemoval by a
pirate. Finally, steganography communications aeally point-to-point
(between the sender and receiver) while watermgrkethniques are
usually one-to-many [Ali04].This can be seen ingaR.1) [Fri98g]:

Table (2.1): Comparisons between Steganography\atdrmarking.

Viewpoint Steganography Watermarking

Object » Unobservable, Confidential  Protecting authorship.

communication.

Attack * No modification of stego- | ¢ Massive modification of
object. the cover-object.

* Identifying communication.| ¢ Destroying/changing

» Extracting embedded embedded copyright data.
message.

Properties | « Embedding as much data ass Few data to embed.
possible.  Data has to be embedded

* No precautions against robust.

destruction of cover-object, « Resistant to compression,

* Not verifiable without stego- linear filtering, additive

key. noise, quantization, etc.
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Chapter Two Digital Watermarking

* Redundant embedding of
copyright data.

* Embedded data is
imperceptible.

 According to algorithm

copyright data is not

verifiable without key.

And, the analogy between the cryptography and wateking is the
watermark embedding and detection can some timescdrsidered
analogous to encryption and decryption.

In  symmetric key cryptography, we have an encryptio
function,E, () that takes a key and some cleartext, and produces a
ciphertext,m_:

m, = E, (m) .. (2.1)

And, the decrypted the ciphertext by:

m=D, (m,) ... (2.2)

In watermarking, we have embedding functig{)) that takes a message,
and an original Worlg,, and outputs a watermarked Wagk, Similarly
we have a detection functian(,), that takes a watermarked Work and
outputs a message. The mapping between watermafterks and
messages is controlled by a watermark Kejor this we can characterize

watermarking system by the equations:

¢, =E(c.,m) ... (2.3)
And
m=D, (c,) ... (2.4)

Which are similar to the previous equations [Cox02]
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Chapter Two Digital Watermarking

2.3 Watermarking System

Digital watermarking is the process of embeddirsigaal, called the

watermark, into another signal, called the hostamer, robustly and at the
same time imperceptibly.

The host signal can either be an image, audiopvida text document (for
example, program source code).

The earliest known Work describing digital waterknag in the
1954 patent obtained by Emil Hembrooke of the MugZakporation in
which a method for embedding an identification cad&® music for
proving ownership was described.[Jam02]

Watermarking process consists of an embedded ahetextor, as
illustrated in Figure (2.1). The embedder takes tmpouts. One is the
message we want to encode as a watermark, andndei®the cover work
in which we want to embed the mark. The output led watermark
embedded is typically transmitted or recorded. L dt&at work is presented
as input to the watermark detector. Most detedtgr®o determine whether
a watermark is present, and if so, output the ngessencoded by it
[Cox02].

Cover data | Original data |
Secret/Public 1 —l
Key K o ” Wat N Detected
atermar p valermark L \yatermark
embeddd Watermarked detecto
data |
Watermark W Secret/Public
Key K

Figure (2.1): The Watermarking System (embedding and detection).
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Chapter Two Digital Watermarking

2.4 Purpose of Digital Water marking

Watermarks added to digital content serve a vanéfurposes. The
following list details some of purposes of digietermarking.

= Ownership Assertion - to establish ownership of the content (i.e.
image).
» Fingerprinting - to avoid unauthorized duplication and distributadn
publicly available multimedia content.
= Authentication and integrity verification - the authenticator is
inseparably bound to the content whereby the autlasra unique key
associated with the content and can verify intggoit that content by
extracting the watermark.
= Content labeling - bits embedded into the data that gives further
information about the content such as a graphioggenaith time and
place information.
= Usage control - added to limit the number of copies created whereas
the watermarks are modified by the hardware ansbate point would
not create any more copies (i.e. DVD).
= Content protection - content stamped with a visible watermark that

Is very difficult to remove so that it can be pghliand freely distributed.

Unfortunately, there is no a universal watermarkieghnique to satisfy all

of these purposes [Cox02].

2.5 Water marking application

Watermarking is distinguished from other techngjue three
important ways. First, watermarks are imperceptittJalike bar codes,
they do not diminish from the aesthetics of an ie&gecond, watermarks
are inseparable from the works in which they arebenided. Finally,
watermarks undergo the same transformations asvtinks. This means

that it is sometimes possible to learn somethirguathose transformations
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by looking at the resulting watermarks[Cox02].dtthese three attributes
that make watermarking invaluable for certain aggilon, then we
examine some of proposed or actual watermarkingjcons[Fer98]:

1) Broadcast monitoring: ldentifying when and where works are
broadcast by recognizing watermarks embedded m,tlaich mean
watermarking each video or sound clip prior to ldiazst. Automated
monitoring stations can then receive broadcasts |laokl for these
watermarks, identifying when and where each clipeaps[Fri98,
Katz02].

2) Owner identification: Embedding the identity of a Work's
copyright holder as a watermark. The form of thpycmht notice is
usually "© date, owner". On books and photografies,copyright is
placed in plane sight. A digital watermark can [s®2dito provide
complementary copyright marking functionality besaiit becomes an
integral part of the content. Their watermark entegdand detector
are bundled with Adobe's popular image processinggram
(Photoshop) [ Fri98, Katz02].

3) Proof of ownership: Using watermarks to provide evidence in
ownership disputes[Cox02].

4) Transaction tracking: Using watermarks to identify people who
obtain content legally but illegally redistribute That Monitoring and
Owner identification application place same wateatnma all copies of
the same content. However, electronic distribugbnontent allows a
unique watermark to be embedded in each individoapy.
Transactional watermarks, also calleshgerprints, allow a content
owner or content distributor to identify the souroé an illegal
copy[Fri98,Katz02].

5) Content authentication: Embedding signature information in
content that can be later checked to verify it hasbeen tampered

with. Verification watermarks are required to badite, so that any
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modification to the image will destroy the mark.lida cryptographic
message digests which can only validate identicalpies,

watermarking for image authentication should tdkeraome well-
defined image distortion(e.g. file format conversiosecompression,
resampling) [Fri98, Katz02].

6) Copy control: Transactional watermarks as well as watermarks for
monitoring, identification, and proof of ownershgo not prevent
illegal copying. Therefore, using watermarks tol teécording
equipment what content may not be recorded. Thiemahufactured
recorders must include watermark detection cirguifihis system is
currently being developed for DVD video and for ith music
distribution [Cox02].

7) Device control: Using watermarks to make devices, such as toys,

react to displayed content [Cox02].

2.6 Watermarking Requirements

The performance of a given watermarking systemhmevaluated
on the basis of a small set of properties. For gtemobustness, describes
how well watermarks survive common signal procegssoperations,
fidelity describes how imperceptible the watermarks are,sanforth. The
relative importance of these properties dependshenapplication for
which the system is designed. For example in agiptins where we have
to detect the watermark in a copy of a Work tha heen broadcast over
an analog channel, the watermark must be robushsiglne degradation
caused by that channel. In this section, we canacherize by a highlight
ten of defining properties. The relative importarafeeach property is
dependent on the requirements of the applicatieen) ¢he interpretation of
a watermark property can vary with the applicafléax02, Ali04].

1) Embedding effectiveness: we define a watermarked work as a

work that when input to a detector results in atp@sdetection, the
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effectiveness is the probability of detection immagely after
embedding, the definition implies that a watermagksystem might
have an effectiveness of less than 100%.

2) Fidelity: refers to the perceptual similarity between thgiagl and
watermarked versions of the cover work when theypsesented to a
consumer. A watermark is said to have high fidafithe degradation
it causes is very difficult for a viewer to peroeivHowever, it only
needs to be imperceptible at the time that the anisdriewed [Isa04].

3) Data payload: refer to the number of bits a watermark encodes
within a unit of time or within a work, the datay@ad would refer to
the number of bits encoded within the image.

4) Blind or informed detection: this often substantially improved
detector performance in the original can be subdthdrom the
watermarked copy to obtain the watermark pattesnealWe refer to a
detector that requires access to the original, tenvarked work as an
informed detector.

5) False positive rate: is the detection of a watermark in a work that
doesn't actually contain one [Cox02].

6) Robustness: refer to the ability to detect the watermark after
common signal processing operations. A watermarlsaisl to be
robust if it survives against common signal prorgssoperations
(such as lossy compression and digital-to-analedigdal
conversions). There has been an increased cortarnitieo and still
image watermarks also be robust to geometric toamsitions.
Robustness is often thought of as a single-dimeasigalue, but this
IS incorrect. A watermark that is robust against @nocess may be
very fragile against another. In many applicatiormjustness to all
possible processing is excessive and unnecessasyalll) a
watermark must survive against common signal psicgsonly

during the time interval between the time of emlegidand the time
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of detection. For example, in television and radmwoadcast
monitoring, the watermark need only survive durihg transmission
process. For television, the signal processing ggees may include
lossy compression, analog transmission and somdl samaunt of
horizontal and vertical translation. It need natvete against rotation,
scaling, high-pass filtering, or any of a wide etyiof distortions that
do not occur during broadcast. In some cases, to&ss may be
completely irrelevant, or even undesirable. Wateksiaused for
covert communication need not be robust at alhefcover media will
be transmitted digitally without compression [Alj04

A watermark for simple authentication, which jusdicates whether
the media has been altered, should be fragileh®mwther hand, when
the signal processing between embedding and dmtects
unpredictable, the watermark may need to be roliastevery
conceivable distortion. This is the case for owidentification, proof
of ownership, fingerprinting, copy control and d=vcontrol. It is also
true for any application in which hackers might wém remove the
watermark [Isa04].

7) Security: refer to the ability to resist hostile attacks$iastile attack is
any process specifically intended to thwart theewatrk's purpose.
The types of attacks we might be concerned indkistance to attacks
[Cox02]. The embedding algorithm is said to be secd the
embedded information cannot be removed beyondbielidetection
by targeted attacks based on a full knowledge efeimbedding and
the detection algorithms (except the secret key). deneral,
watermarking systems use one or more cryptogralphisacure keys
to ensure security against manipulation and erasiutlee watermark.
As soon as someone can read a watermark, the sarsenpmay

easily destroy it, not only because of the embegldinategy, but also
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because the locations of the watermark are knowrthisa case
[Jam02].

8) Cipher and watermark keys: the security is provided by the use of
secret keys. These can be thought of as more ar desitrary
sequences of bits that determine how messagesangeed.

9) Modification and multiple watermarks: the possibility of
changing embedded watermarks or embedding sevatakmwarks in
one work.

10) Cost: the computational cost of the embedder and detp&lio4].

2.7 Evaluation and Benchmarking of Water marks

Most people who deal with watermarking system nemde way of
evaluating and comparing them. The interested plyapy watermarking
to an application need to identify the systems Hrat most appropriate.
Those interested in developing new watermarkindesys need measures
by which to verify algorithmic improvements. Theseasures lead to ways
of optimizing various properties [Cox02, Fer98]: -

1) The notion of "Best": we need to have some idea of what makes
one system better than another, or what level dbpmance would be
the best. If we are interested in using a waternfarksome specific
application, our evaluation criteria must dependtioat application
[Cox02].

2) Benchmarking: once the appropriate tests have been determived,
can turn our attention to developing a test. Tleedhmark could be
used by a researcher to assign a single, scalae $coa proposed
watermarking system. The score could then be usecbmpare it
against other systems similarly tested. Example thodse tests,
Stirmark, It is used as a benchmark against atteégtisnark applies
attacks to a watermarked image in nine differemégaries [VolO1].
This program applies distortions that have littlfee on the
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3) Scope of test: watermarking systems should be tested on a large

perceptual quality of images, but are known to eznanost
watermarks undetectable. The system's performandbkese tests is

combined into a single score [Fer98].

number of Works drawn from a distribution similarthat expected in

the application [Fer98].

2.8 The Aim of Digital Water marks

Watermarks are a way of dealing with many probldoys its

properties providing a number of services [Chri00]:

1.

The aim to mark digital data permanently and unaltly, so that the
source as well as the intended recipient of thé@adigiork is known.
Copyright owners can incorporate identifying infatmon into their
work. Watermarks are used in the protection of aame. The
presence of a watermark in a work suspected ofngaveen copied
can prove that it has been copied.

By indicating the owner of the work, they demon&rihe quality and
assure the authenticity of the work.

With a tracking service, owners are able to filegial copies of their
work on the Internet, to become a unique watern@aribedded in
her/his copy, any of unauthorized copies that shé&/s distributed
can be traced back to him/her.

Watermarks can be used to identify any changeshidnat been made
to the watermarked data.

Some more recent techniques are able to corredtitration as well.
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2.9 The Classification of Water marking System

There are several types of watermarking systernsy Bre defined
by their inputs and outputs [Cox02]:

1. Private watermarking systems require at least the original image.
Type 1 systems, extract the watermark W from thesibdy distorted
imagel’ and use the original image as a hint to find whtre
watermark could be im (I ' x1 xK - W). Type 2 system also require a
copy of the embedded watermark for extraction astyield a 'yes' or
'no' answer to the question: does contain the watermark W?
(I'x1xK xW - {og). It is expected that this kind of scheme will be
more robust than the other since it conveys vétte information and
requires access to secret material.

2. Semi-private watermarking does not use the original image for
detection (I' xK xwW - {01}) but answers the same question. The only
use of private and semi-private watermarking setentge evidence in
court to prove ownership and copy-control in amdlans such as
DVD where the reader needs to know whether itlsnadd to play the
content or not. A large number of the currentlygmeed schemes fall
in this category.

3. Public watermarking (also referred to as blind watermarking)
remains the most challenging problem since it neguneither the
secret originall nor the embedded watermark W. Indeed such
systems really extragtbits of information (the watermark) from the
watermarked image(l xK - W). Public watermarks have much more
applications than the others and we will focus lmemchmark on these
systems. Actually the embedding algorithms useg@uhlic systems
can always be used into a private one improvingustiess at the

same time.
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4. There is also asymmetric

Digital Watermarking

watermarking (or public key

watermarking) which has the property that any usam read the

watermark, without being able

to remove it.

Also, the watermark can be attributed as followisQlgKatz02]:

Visble water mark

The

presence of the watermark to

intention is for the
be very obvious but equally to
make it impossible to remove

without destroying the image.

I nvisible water mar k
be

Can used for arn

application also resist any

detection and decoding.

Complete watermar k

Doesn’t need the original cop

for the hidden massage decoding

y

I ncomplete water mar k

This scheme needs the original

copy for message decoding which

malicious attack.

means that it is strongly resistant to
detection and decoding.
Robust water mar k Fragile watermarks
These are designed to Have just the opposite
withstand accidental and characteristics and are used |to

detect tampering.

After grouping the different systems, we can noenitify important

parameters and variable [Cox02, Cru0Q]:

e Amount of embedded information - This is an important

parameter since it directly influences the watekmabustness. The

more information one wants to embed, the lowerhes watermark

robustness. The information to be hidden depende@application.

» Watermark embedding strength - There is tradeoff between the

watermark embedding strength and quality. Increassulistness
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requires a stronger embedding, which in turn insesathe visual
degradation of the images.

» Size and nature of the picture - Although very small pictures do
not have much commercial value, watermarking softweeeds to be
able to recover a watermark from them. Furtherntioeenature of the
image has also an important impact on the watermudrlstness. Very
often methods featuring a high robustness for sedmatural images
have a surprisingly reduced robustness for symthatages. A fair
benchmark should use a wide range of picture sima®, few hundred
to several thousands pixels, and different kinthafges.

» Secret information - Although the amount of secret information has
no direct impact on the visual fidelity of the ineagr the robustness of
the watermark, it plays an important role in theusgy of the system.
The key space, that is the range of all possibleevaf the secret
information, must be larger enough to make exheestearch attacks
impossible. The reader should also keep in mindl niieny security
systems fail to resist to very simple attacks bseanf bad software

engineering.
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2.10 Resistance to Attacks

Attack can be defined as any processing that magimaetection of

the watermark or communication of the informatioonweyed by the
watermark. The processed watermarked data is tidattacked data.
There exist four classes of the attacks [Fer98]:

1. Removal attacks: Removal attacks aim at the complete removal of
the watermark information from the watermarked datdahout
cracking the security of the watermarking algoritferg. without the
key used for watermark embedding). No processingreaover the
watermark information from the attacked data. Tdategory includes
denoising, quantization (e.g. for compression), aeatation, and
collusion attacks [Fer98].

2. Geometric attacks: Intend to distort the watermark detector
synchronization with the embedded information. Te¢ector could
recover the embedded watermark information when feper
synchronization is regained. Robustness to geotnéistortion often
relies on the use of either a transform invariaptmdin or an
additional template, or specially designed periagiétermarks whose
Auto Covariance Function (ACF) allows estimationtloé geometric
distortions [Cox02].

3. Cryptographic attacks: Cryptographic attacks aim at cracking the
security methods in watermarking schemes and thdefy a way to
remove the embedded watermark information or toezhrhisleading
watermarks. One such technique is brute-force bedor the
embedded secret information. Another attack in¢htegory is the so-
called Oracle attack, which can be used to createnawatermarked
signal when a watermark detector device is avalafpplication of
these attacks is restricted due to their high cdaatmunal complexity
[Fer98].
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4. Protocol attacks: Protocol attacks aim at attacking the entire
concept of the watermarking application. One typerotocol attack
Is based on the concept of invertible watermarles ittea behind
inversion is that the attacker subtracts his owrewaark from the
watermarked data and claims to be the owner ofvitermarked data.
Another protocol attack is the copy attack. Thelgedo estimate a
watermark from watermarked data and copy it to satmer data

called target data [Fer98].

An important aspect of any watermarking schemdsigabustness
against attacks. The notion of robustness is intlit clear: A watermark
is robust if it cannot be impaired without alsodenng the attacked data
useless. Watermark impairment can be measureditgyi@rsuch as miss
probability, probability of bit error, or channehmacity. For multimedia,
the usefulness of the attacked data can be gaugedotsidering its
perceptual quality or distortion. Hence, robustneas be evaluated by
simultaneously considering watermark impairment teddistortion of the
attacked data. An attack succeeds in defeatingtarmarking scheme if it
impairs the watermark beyond acceptable limits evhimaintaining the
perceptual quality of the attacked data. The depexto of watermarking
algorithms refer to the results of experimentalings performed in the
scope of some benchmark. The benchmark combinepassble attacks
into a common framework and weights the resultedfopmances
depending on the possible application of the watekng technology
[Fri98].
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Conclusions and Suggestions

5.1 Conclusions

From our previous discussion we have reported some results that

conducted with the behavior and performance resulted from the proposed
Wavelet Fracta Image Watermarked System. Therefore, some of the

following conducted conclusions are derived:

1.

The results of the test confirm the idea that wavelet transform is
suitable for watermark application, and the watermark was
generated from the Midpoint Displacement Method using H-
dimension.

The proposed Fractal watermarked image scheme can establish
watermarks capable to survive againg JPEG2000 up to
compression ratio (1:3) at quality 88.0.

By using the Haar transform we can embed the fractal watermark
with modulation factor value to satisfy the degree of robustness
against compression.

While the compression ratio increases, the number of survived
embedded fractal watermark bits is decreases.

The distortion bits are increased when quality and compression
Size decreases.

The best result of the proposed system occur when quality =88.0,
compression size =64.0 Kb when the origina size =192.1 Kb,
compression ratio =1/3, then the distorted bits is very little or

underprivileged.
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5.2 Suqggestions

1. Can use this project to determine the modified area of the cover

image from the Tamper detection.

2. Can use the proposed system to make watermarking robust
against other types of attacks.
Can use other types of transform that used to images.
Can suggest algorithm to survive other type of the cover image
not only (.Bmp) images and the watermark possible to be a

message or number.
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Proposed Wavelet Fractal Image Watermarking System
(WFIWS)

4.1 Introduction

The steps of the proposed watermarking algorithmsist of two
Modules:

a. Embedding Module.
b. Extraction Module.

The embedding module is used for embedding fraatal color image
(watermark) inside still cover true color imageegrththe result of this process
is watermarking image. The overall of operations evhbedding and
implemented algorithms are described in sectioB) (4.

The extraction module is used for extraction freataage from
watermarking image. The whole processes are destchbsection (4.4).

Some times watermarking image might be attackededfetted in a
digital method such as: compression JPEG, filteraddl noise ...etc. So the
proposed method has the ability to resist the katew extract the fractal

image from the watermarking image.

4.2 The Proposed Digital Watermarking Algorithm

The proposed watermarking algorithm consists ofnynatages
represented in scheme as shown in figure (4.1}fndtages of algorithm:
Stagel generate the fractal image by a Midpoint Dispfaert Method at size

(64x64).
Stage2 convert the generated fractal image into a segpehbits (0 & 1).
Stage3transform the sequence of bits into 2-lewdtgctor)
Stage4 select a cover image of type BMP.
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Stage5 apply Haar wavelet transform on to the covergema

Stage6 add the 2-level of fractal image into the coedfits of cover image.

Stage7 apply the inverse Haar wavelet transform.

Stage8display watermarking image.

Stage9 attack by JPEG2000 compression watermarking imagen the
fractal image should be not be affected.

StagelOextract the watermark image.

Stagelidisplay the fractal image.

Convert to
sequence of bits
[01 & Lli

Midpoint methoc
Fractal Image
(64x64

Inverse
Wavelet

[Coerimese [~
Display fractal /f
image

transform

Display
watermarking
image

Figure (4.1): General block diagram of (embedding@ extracting) modules.

4.3 Random Midpoint Displacement Method

This method used to generate the fractal image asedwatermark, the
principles of this method as follows:
Step I Apply Gaussian Random Generation algorithm to fratlies of all
points in fractal image below:
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Function GetRandomGeneraion
Sum=0; for =0 to 11 Sum = Sum +Rnd; Next I,
GetRandomGeneraion = (Sum /12 -0.5) * 12.0001455%al;
End Function
Step 2 An initial square of image
F(x1, y1) = GetRandomGeneraion(1)
F(x1+w, yl) = GetRandomGeneraion(1)
F(x1, yl+H) = GetRandomGeneraion(1)
F(x1+w, y1+H) = GetRandomGeneraion(1)

(X,Y1) A B
Ee H

(Xy,Y1+H) C D
W

Figure(4.2): Represent the middle Poalgorithm.

Step 3 We add one vertex in to middle. Its vertex is deddy
Xe= X1 +W/2
Yec= Y +H/2
F(Xc, Yc) = (A + B +C + D) / 4 +GetRandomGenerator
Step 4 We repeat step 3 for each sub square with applgedithm as below
in:
While Sx >0 And Sy >0
Sx=Wt/2:Sy=Ht/2: Ys=0: Ye =Wt Yc =Sy
While Ye <= Hm
Xs = 0: Xe = Ht: Xc = Sx
While Xe <=Wm
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A = F(Xs, Ys); B = F(Xe, Ys)

C =F(Xs, Ye); D = F(Xe, Ye)
E=(A+B+C+D)/4+ GetRandomGeneraion (Std)
F(Xc, Yc) = E
F(Xc, Ys) = (A + B + E) / 3 + GetRandomGeneraim(Std)
F(Xc, Ye) = (C + D + E) / 3 + GetRandomGeneraion {&)
F(Xs, Yc) = (A + C + E) / 3 + GetRandomGeneraion (8)
F(Xe, Yc) = (B + D + E) / 3 + GetRandomGeneraion (&)
Xs = Xe; Xe = Xe + Wt; Xc = Xc + Wt
Wend
Ys=Ye; Ye=Ye + Ht; Yc=Yc + Ht;
Wend
Wt =Sx; Ht =Sy; Std =Std / Sqr2 * (H* (1 + 1)); | = | + 1;
Do
Step 5 Combine (Red, Green and Blue) components withhdader of the

image to construct fractal image.

Step 6 We display fractal image which results in step. (bhis image
includes:
a- Size equal (64*64).
b- Bitmap (BMP) image format.
c- Type of 24 bit.
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4.4 Embedded Module

The embedding module is used for hiding fractal genawhich

constructed from applied Random Midpoint Displacet&gorithm and it is
demonstrated by:
a. 24 bit color or true color.
b. Size of fractal image (64*64) pixels.
All bits=64*64 *24= (98304) bits.
c. We enter the High_Dimensional factor’s value aithiletermines the
characterizations image.
The embedded module uses cover image demonstnated b
a. 24 bit color or true color.
b. Size of Cover image greater than (218*218) gixel
Generally, cover and fractal image are BMP pictundsch utilize RGB color
model. They are divided into three components (Rrden and Blue).

4.4.1 Algorithmic Steps to construct watermarking mage

Steps 1 Apply “Random Midpoint displacement method” to stmct fractal
image (64*64), it is described in section (4.3).

Step 2 Choose cover image and check it, it must satisfyfollowing:
a- Bitmap image format (BMP).
b- 24-bit or true color type.
c- Size of image greater than (218*218).
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Step 3 Input and check

a- Number of Levels (1-3).

LLiLL, || LL1HL>
HL,
LLiLH> || LL1HH,

LH;

Level 2 Level 1
Figure (4.3): Represent the coefficients for 1 a@devel.

b- Watermark image Name and it must be bitmap (BMBé&t.
c- Magnitude factor’s range ig (1-50)), it will be minus value when
the embedded bit equal ‘0’ and plus value whenethbedded bit

equal ‘1’.

Step 4 Convert all components data (Red, green, bluejtdramage to
sequence of bits (‘0’ and ‘1).
Number bits = width x height x 24
= 64x 64 x24
= 98304 bits.

Step 5 We take Red component in first stage from covergenand execute
Haar Wavelet Transform which contains “Low PasseFiLPF and
High Pass Filer HPF".
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The results are four sub bands as follows:
a- Approximation image band Low Low (LL) component.
b- Horizontal image band High Low (HL) component.
c- Vertical image band Low High (LH) component.

d- Diagonal image band High High (HH) component.

The principle of the Haar wavelet transform is#iculate average and
difference for values of neighboring data, we execihe equations and
algorithms below to find all coefficients (LL, HILH and HH),as shown in
figure (4.4):

Intk, D, X, Y;
K=0;
For(Y=0; Y<BMP.Height; Y+=2)

D=0;

For(X=0; X<BMP.Width; X+=2)

D=0;

L1=BUFD[Y][X] + BUFD[Y][X+1];

L2=BUFD[Y+1][X]+BUFD[Y+1][X+1];

LL[K][d]=(L1+L2) / 4;

LH[K][d]=(L1-L2) / 4;

H1=BUFD[Y][X] - BUFD[Y][X+1];

H2=BUFD[Y+1][X]- BUFD[Y+1][X+1];

HL[K][d]=(H1+H2) / 4;

HH[K][d]=(H1-H2) / 4 ;

D++:

k++:
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LL HL
Approximate Horizontal

LH HH
Vertical Diagonal

Figure (4.4): Refers to all coefficients and condsp
Step 6 Save bits of one component which resulted from dip in
coefficients (HL, LH, HH) for cover image as follow

a- All bits mapped to values of magnitude factor, venas the bit equal
‘0’ the sign of magnitude of factor is minus, antem it equal ‘1’
sign is plus.

b- Choose the same location in (LH, HL ,HH) coeffi¢eefor check and
embedded 3 bits and this means addimgnéagnitude factor) to
any above coefficients.

c- As shown in figure(4.5), the addition or subtrastrnagnitude of factor

to coefficients according to:

If embedded bit equal ‘1’:

New coefficient = original coefficient + magnituddactor
If embedded bit equal ‘0’:

New coefficient = original coefficient - magnituddactor
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Coefficients magnitude Factor magnitude

(a): Coefficient before embedding

+ Factor magnitude

Coefficients magnitude Factor magnitude

(b): Coefficient after embedding 1

-Factor magnitude

Coefficients magnitude Factor magnitude

(c): Coefficient after embedding O
Figure (4.5): The wavelet coefficient value befoaad after adding
magnitude factor ‘0’ or ‘1.
d- Repeat operation in steps (b and c) above untilafbrbits of Red
component of fractal image,
l.e. embedded number bits equal (WidtliHeight x Byte) = (64% 64 x 8)

Step 7 Rearrange coefficients (LL, HL, LH and HH) to ctrost level image

in form Gray scale for only Red component.
Step 8 Execute Inverse Haar Wavelet Transform to repked component

of watermarking image after embedding all bits fritv@ essential Red

component of fractal image as follow:
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a- distribute the coefficients (LL, HL, LH and HH) amding to
figure (4.6):

Figure (4.6): The position of the set of Permutatidhe coefficients (LL,
HL, LH and HH) in Inverse Haar Wavelet transform.
Get the value of the coefficient (LL) in locatiorX,(Y), (HL)
coefficients in location (X+1, Y), (LH) in locatio®X, Y+1), and (HH) in
location (X+1, Y+1) for all data of image.
b- Apply the code below to calculate coefficients (JUHL, ILH and
IHH).
Intk, D, X, ;
K=0;
For(Y=0; Y<BMP.Height; Y+=2)
D=0;
For(X=0; X<BMP.Width; X+=2)
B-0;
L1=BUFDI[Y][X] + BU FD[Y][X+1];
L2=BUFD[Y+1][X]+BUFD[Y+1][X+1];
LL[K][d]=(L1+L2) ;
LH[K][d]=(L1-L2) ;
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H1=BUFD[Y][X] -BUFD[Y][X+1];
H2=BUFD[Y+1][X]BUFD[Y+1][X+1];
HL[K][d]=(H1+H2) ;

HHIK][d]=(H1-H2) ;
D++;

k++;
c- Repeat step (8-a) to construct and save watermamaege.
Step 9 Repeat steps (6, 7 and 8) for components (GredrBare) of cover
and fractal image and construct Gray image of (Graed Blue)

components.
Step 10 After embedding fractal image in coefficients afver image,
combine (Red Green and Blue) components with tresléreof the

image to construct watermarked image.

Step 11 Display all images (cover, fractal, level, waterknag) in output.
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4.4.2 Flow Diagram of the embedding watermark methad

// H-Dimension // / Cover Image (True Color) //

> T

Random Midpoint :

Displacement Method // Level No., Factor, Output Image //
$ y

e N

U Y
c;rc;r::\tlzlrti n?ggecgg?%gi?tof (LL HCI:_aII(_;EIIaIt-IeH?%?OZ?finc?ents
bits (‘'0’ & ‘1") T
U

Transform stream of bits

Embedded factor) in
(HL, LH, HH) coefficients

U

Inverse Wavelet and Save
After Modified Coefficients
U

Reconstruction One Component ||
U

Watermarking One Component |
U

Return Algorithms of
Other Two Components

U

Reconstruction All Components
Save & Display Watermarking Image

(‘0 & ‘1) to ( % factor)
0- -factor, 1. +factor
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4.5 Extraction Module

This module is used for extraction all data of fahamage from the
coefficients of watermarking image.

The process of retrieving the fractal image depemdshe calculating
the coefficients of the watermarked and cover im#gen find the difference
between same coefficient (HL, LH, HH) in the sameation and suggest if
‘0’ or ‘1. The steps of the watermark image extrac module are shown in

figure (4.6) and the stages are explained in thewitng steps:

4 5.1 Algorithm Steps Extraction Module

Step I Choose and check the watermark and cover imaggnitnde factor
demonstrated by:
a- Bitmap image format (BMP).
b- 24-bit or true color type.
c- Size of image greater than (218*218).

Step 2 Take the Red component of watermarked image aeduex Haar
wavelet on the red data, then calculate the coeffis (LLW, HLW,
LHW and HHW), it is explained in section (4.4.1e315).

Step 3 Take the Red component of cover image and execahe Wavelet on
the image, then calculate the coefficients (LLC,GHLLHC and
HHC), it is explained in section (4.4.1, step 5).

Step 4: Find the difference between two coefficients e #ame location to
these bands (IHLW with IHLC, ILHW with ILHC and IHA with
IHHC), when the difference greater than zero thipaubit is ‘1’ else

the output bit is ‘0’; the following code represeitie process.
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EndLoc=0;EE=0;

for(i=0;i<NDD;i++)
for(E=0;E<NWW;E++)
Diff=ILHCJi][E]-ILHWII][E];
if(Diff>0) Out [ii][EE]=1; else Out[ii][EE]=0;
EE++;if(EE>=8){EE=0;ii++;}
EndLoc++,;
Diff=IHLC[i][E]-IHLWI[i][E];
if(Diff>0)Out [ii][EE]=1; else Out[ii][EE]=0;
EE++;if(EE>=8) EE=0;ii++;
EndLoc++;
Diff=IHHCII][E]-IHHWII][E];
if(Diff>0)Out [ii][EE]=1; else Out[ii][EE]=0;
EE++;if(EE>=8) EE=0;ii++;
EndLoc++,;
if (EndLo ¢>=32768){E=NWW;i=NDD;EndLoc=0;
Step 5: The sequence of bits resulted from step 4 aresfivamed to bytes,

which is the constructed Red component of outpaigien

Step 6: Repeat steps (2, 3, 4, and 5) in order to find(theeen and Blue)

components of the output image.

Step 7: Combine the three components Red, Green and Bitle header
Image to construct output bitmap and true colorgen&%464) and

display.
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4.5.2 Flow Diagram represents Extraction Watermarkng Image

/ Load Cover Image /
U

Select One of (R,G,B)
Component

y

Haar Wavelet Trans.

J

(LLC, HLC, LHC,
HHC) Coeff.

/ Load Watermarked Image

U

Select One of (R, G, B
Component

J

Haar Wavelet Trans.

J

(LLW, HLW, LHW,
HHW) Coeff.

HLC-HLW
LHC-LHW
HHC-HHW

Combine each 8-bits
to byte

J

Reconstruction to
bytes

J

Repeat above
operations for other
two components

J

Combine (R, G, B)
Components to
construct fractal
image

Y

/ Display Fractal Image

/
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4.6 Practical investigation

The system should be tested by using many differ@@surements to
investigate the capability of the system and ifE@ancy to use.

4.6.1 Criteria for Evaluation

Since we are looking for suitable decompositionesoh and transform
type that can satisfy the following:

a. Large number of bits can be embedded.

b. Higher ratio of compression can be applied.

C. Less shift factor.

To investigate the proposed system, we shouldeddst using standard
measurements such as Mean Square Error (MSE), ISignisloise Ratio
(SNR), Peak Signal to Noise Ratio (PSNR) and Mehsofute Error (MAE)
also measure the number of different bits of fridiatage after extraction.

When the shift factor increase more degradationurscin image,
which will increase the value of the Mean SquamEfMSE) and decreases
the value of Peak Signal to Noise Ratio (PSNR)se¢hmeasures have been
were adopted in our study as an objective distontn@asures,

> [o(x ) - R(x, )

MSE = XY wWxH e (4.1)

2
PSR = 10l0g,, 222
MSE

Where O(x,y) represents the value of the color cumept of the original
image at pixel (x,y), and R(X,y) represents theregponding value in the
watermarked image. W &H represent the width andghiteiof image
respectively. Generally the values of PSNR abov8)di8 are visually
satisfactory, even for the professionals.
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4.6.2_ Packet Decomposition with Haar Transform

The flow diagrams given in sections (4.3.2) and.@) show the steps
of decomposition and reconstruction, of an imagegubklaar transform. A set
of images were tested by these diagrams, and tesissl images are shown in
figure (4.7); tables (4.1) to (4.10) shows the results obtained from system

implementation.

b o

) Bboon

(i) Rose .Bmp

- o *
e S idd v
T! b3 <

(), 'Fowers .Bmp
Figure (4.7): The tested images of type bitmap.
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The best results as shown occur when the qualitth@fcompressed

watermarked image is greater or equal 88.0, Thresentmagnitude factor,

Comp. size represent the size of image after JPEG20mpression process,

Comp. ratio represent the ratio of compressiomstetd image and the ratio of

different bits of fractal image that affected afl®EG2000 compression .

Table (4.1): The test results of image (Lena .Bmp).

Lena .Bmp
Thr. | Quality Comp. | Come. MSE SNR PSNR MAE Ratio of
Size | Ratio diff. bits
100.0 | 95.1 1/2 | 0.707168 198.034538.635578 0.500086 0.000000
90.0 | 951 1/2 | 0.707168 198.03453%9.635578 0.500086 0.000000
' 88.0 | 640 | 1/3| 1.303892 107.4043586.978387 0.977020| 0.195597
87.0 | 344 | 1/5| 2.006807 69.784340 45.105/4%39256| 0.382874
100.0 | 111.9] 1/1| 3.53473% 39.619206 42.64723@99288 0.000000
90.0 | 111.9] 1/1 | 3534734 39.619296 42.647238199288 0.000000
> 88.0 | 64.1 1/2 | 4.031352 34.738640 42.076R97223902 0.002228
87.0 | 348| 1/5| 4.351434 32.183338 41.74448(B94023| 0.116323
100.0 | 117.6] 1/1| 4.947778 28.304358 41.18678298093 0.000000
90.0 | 117.6] 1/1 | 4.947778 28.304358 41.186{782:98093| 0.000000
! 88.0 | 640 | 1/3| 5.430842 25.786733 40.782[18281214] 0.000671
87.0 | 347 1/5 | 5.745572 24.374190 40.537441493556 0.071075
100.0 | 122.2] 1/1| 6.359765 22.020258 40.09638396053 0.000000
90.0 | 122.2| 1/1| 6.359765 22.020258 40.096383196053 0.000000
> 88.0 | 64.1 1/2 | 6.887464 20.333126 39.750R%0:00976 0.000224
87.0 | 350| 1/5| 7.202928 19.442602 39.5557%5325534| 0.049032
100.0 | 132.2] 1/1| 10.58278613.233195| 37.88481/67.478175 0.000000
90.0 | 132.2| 1/1 | 10.58275613.233195| 37.8848167.478175| 0.000000
o 88.0 | 640 | 1/2 | 11.08414012.634599| 37.68378838.560176| 0.000102
87.0 | 349 | 1/5 | 11.44545912.235740| 37.54447[18.795965| 0.034251
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Table (4.2): The test results of image (Mosque .Bmp

Mosque .Bmp
Thr. | Quality Comp. | Come. MSE SNR PSNR MAE Ratio of
Size | Ratio diff. bits
100.0 | 92.7| 1/2 | 0.707394 190.0049749.634187 0.500407 0.000000
90.0 | 92.7| 1/2 | 0.707394 190.0049749.634187 0.500407 0.000000
. 88.0 | 63.9| 1/3| 1.265374 106.2203687.108615 0.944524] 0.181498
87.0 | 34.8| 1/5| 1.852240 72.565378 45.453B32103773 0.369639
100.0 | 107.8] 1/1 | 3.53567 38.014984 42.64608600661 0.000000
90.0 | 107.8| 1/1 | 3.535671 38.014984 42.64608600661 0.000000
° 88.0 | 64.1| 1/2 | 3.972008 33.838922 42.140[8342110 0.001027
87.0 | 34.8| 1/5| 4.288257 31.343381 41.80799604387 0.093658
100.0 | 113.2] 1/1 | 4.94987F 27.153809 41.18488300641 0.000000
90.0 | 113.2| 1/1 | 4.949877 27.153899 41.18488(500641 0.000000
! 88.0 | 63.9| 1/3 | 5.388537 24.943407 40.816083224040 0.000153
87.0 | 34.9| 1/5| 5776627 23.267637 40.514080135989 0.060791
100.0 | 117.5] 1/1 | 6.364088 21.119830 40.09344%00519 0.000000
90.0 | 117.5| 1/1 | 6.364088 21.119830 40.093442500519 0.000000
° 88.0 | 63.9| 1/3| 6.800754 19.763758 39.805P3264267 0.000020
87.0 | 349 | 1/5| 7.195027 18.680744 39.56043%17980 0.042582
100.0 | 127.1] 1/1 | 10.60679112.671925| 37.87496{37.500814 0.000000
90.0 | 127.1| 1/1 | 10.60679112.671925| 37.87496{37.500814  0.000000
o 88.0 | 64.1| 1/2 | 11.09449212.114882| 37.6797308.460526 0.000000
87.0 | 349 | 1/5| 11.53143011.655837| 37.5119728.740504 0.026601
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Table (4.3): The test results of image (Pills .Bmp)

pills .Bmp
Thr. | Quality Comp. | Come. MSE SNR PSNR MAE Ratio of
Size | Ratio diff. bits
100.0 | 104.3] 1/1 | 0.725084 200.8946249.526921 0.506205 0.008626
90.0 | 104.3| 1/1 | 0.725084 200.8946249.526921 0.506205 0.008626
. 88.0 | 63.9| 1/3| 1.603343 90.851081 46.08053221069 0.255280
87.0 | 349 | 1/5| 2647315 55.023853 43.90272835721| 0.406738
100.0 | 118.8] 1/1 | 3.535992 41.195075 42.64562500107 0.000061
90.0 | 118.8] 1/1 | 3.535992 41.195075 42.64562500107 0.000061
> 88.0 | 64.0| 1/2 | 4.158977 35.024344 41.94093830755 0.013967
87.0 | 348 | 1/5| 4.614082 31.569758 41.48993(0632863 0.157349
100.0 | 123.9| 1/1| 4.94486F 29.457914 41.18925894481] 0.000071
90.0 | 123.9| 1/1 | 4.944867 29.457914 41.189P3894481| 0.000071
! 88.0 | 64.1| 1/2 | 5596387 26.028481 40.651726192411| 0.002899
87.0 | 349 | 1/5| 6.038648 24.122197 40.321406786296/ 0.097178
100.0 | 128.2] 1/1 | 6.353941 22.925213 40.10037288485 0.000071
90.0 | 128.2| 1/1 | 6.353941 22.925213 40.10037288485 0.000071
° 88.0 | 64.1| 1/2 | 6.962554 20.921269 39.7031%&77494 0.001668
87.0 | 345 | 1/5| 7.364679 19.778929 39.459P6808462 0.076274
100.0 | 137.6] 1/1 | 10.57684213.772139| 37.88725027.466426 0.000041
90.0 | 137.6| 1/1 | 10.57682213.772139| 37.8872527.466426 0.000041
o 88.0 | 63.9| 1/3 | 11.17051913.040169| 37.6500708.761724) 0.001414
87.0 | 349 | 1/5| 11.65237712.500922| 37.4666589.110209 0.045247
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Table (4.4): The test results of image (House .Bmp)

House .Bmp
Thr. | Quality Comp. | Comp. MSE SNR PSNR MAE Ratio of
Size | Ratio diff. bits
100.0 | 63.2| 1/3| 0.695276 228.6944249.709232 0.483409 0.000102
90.0 | 63.2| 1/3 | 0.695276 228.6944249.709232 0.483409 0.000102
! 88.0 | 63.2| 1/3| 0.695276 228.6944249.709232 0.483409 0.000102
87.0 | 349 | 1/5| 1.069388 148.6885527.839451 0.751765| 0.243022
100.0 | 91.4| 1/2 | 3.438780 46.238878 42.76672B77777 0.000102
90.0 | 91.4 | 1/2 | 3.438789 46.238878 42.766[72B77777 0.000102
> 88.0 | 64.1| 1/2 | 3.733582 42.587980 42.409526796743 0.015818
87.0 | 349 | 1/5| 4.045634 39.303039 42.060937.06435| 0.064667
100.0 | 98.4 | 1/1 | 4.804552 33.094808 41.31423315450 0.000102
90.0 | 984 | 1/1 | 4.804552 33.094808 41.314R3815450 0.000102
! 88.0 | 63.9| 1/3| 5128599 31.003736 41.03083642046| 0.017517
87.0 | 349 | 1/5| 5467362 29.082705 40.753D26185298 0.054454
100.0 | 103.5] 1/1 | 6.16874D 25.776045 40.22838251099 0.000102
90.0 | 103.5| 1/1 | 6.168740 25.776045 40.22883251099 0.000102
° 88.0 | 64.2| 1/2 | 6.559318 24.241199 39.962p4B97105 0.018982
87.0 | 349 | 1/5| 6.841267 23.242147 39.77943206390| 0.051982
100.0 | 114.2] 1/1 | 10.23516715.535236| 38.02985{47.032501 0.000102
90.0 | 114.2| 1/1 | 10.23516715.535236| 38.0298547.032501| 0.000102
o 88.0 | 64.0| 1/2 | 10.63178314.955697| 37.8647437.864522| 0.021942
87.0 | 34.9| 1/5| 10.88908414.602304| 37.7608908.24091| 0.04594
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Table (4.5): The test results of image (Bear .Bmp)

Bear .Bmp
Thr. | Quality Comp. | Come. MSE SNR PSNR MAE Ratio of
Size | Ratio diff. bits
100.0 | 114.8] 1/1 | 0.700781 159.51685€0.674981 0.475093 0.014038
90.0 | 114.8) 1/1 | 0.700781 159.5168509.674981 0.475093 0.014038
. 88.0 | 63.7| 1/3 | 1.901409 58.791332 45.340048!35109 0.313446
87.0 | 349 | 1/5| 3.306701 33.806013 42.936B3%504389 0.421773
100.0 | 123.2| 1/1| 3.430305 32.587880 42.77742852127| 0.005371
90.0 | 123.2| 1/1 | 3.430305 32.587880 42.77742@52127| 0.005371
> 88.0 | 63.9| 1/3| 4.186671 26.700539 41.91213314275 0.050873
87.0 | 349 | 1/5| 4911136 22.761818 41.21898852865 0.194539
100.0 | 127.3] 1/1| 4.799038 23.293495 41.319286291041 0.005697
90.0 | 127.3| 1/1 | 4.799038 23.293495 41.319p8291041| 0.005697
! 88.0 | 64.1| 1/2| 5500826 20.321742 40.72652867813 0.034810
87.0 | 34.7| 1/5| 6.105400 18.309428 40.273p8395670| 0.144440
100.0 | 131.1] 1/1 | 6.154167 18.164339 40.23914216502 0.004588
90.0 | 131.1| 1/1 | 6.154167 18.164339 40.23914P216502 0.004588
° 88.0 | 641 | 1/2 | 6.804904 16.427326 39.80258877131| 0.031443
87.0 | 34.6| 1/5| 7.383304 15.140427 39.44829@18604 0.112915
100.0 | 140.1| 1/1 | 10.22572210.931881| 38.0338646.992142| 0.003296
90.0 | 140.1| 1/1 | 10.22572210.931881| 38.03386146.992142 0.003296
o 88.0 | 64.0| 1/3 | 10.86367510.289923| 37.7710368.397741| 0.032725
87.0 | 34.8| 1/5| 11.349351 9.849582 | 37.5810938.888646| 0.080831

(81



Chapter Four Proposed Wavelet Fractal Image Watermarking System

Table (4.6): The test results of image (Baboon .Bmp

baboon .Bmp
Thr. | Quality Comp. | Come. MSE SNR PSNR MAE Ratio of
Size | Ratio diff. bits
100.0 | 126.1] 1/1 | 0.725007 188.354828.527383 0.506083| 0.008331
90.0 | 126.1| 1/1 | 0.725007 188.3548289.527383 0.506083/ 0.008331
. 88.0 | 64.0 | 1/3 | 2438895 55991972 44.258BTB88250| 0.339742
87.0 | 349 | 1/5| 4.327701 31.554515 41.76823B51344| 0.446737
100.0 | 133.3] 1/1 | 3.550099 38.466119 42.62839%13855 0.000936
90.0 | 1335 1/1 | 3.550099 38.466119 42.62832%13855 0.000936
> 88.0 | 64.1 | 1/2 | 4.447118 30.707196 41.65003607646 0.037699
87.0 | 346 | 1/5| 5413058 25.227609 40.796B4257589| 0.263794
100.0 | 137.0] 1/1| 4.962119 27.520202 41.17413%13585 0.000936
90.0 | 137.1| 1/1 | 4.962119 27.520202 41.174013%513585| 0.000936
! 88.0 | 640 | 1/2 | 5.797819 23.553428 40.49818%692128 0.012889
87.0 | 348 | 1/5| 6.570111 20.784810 39.95503602159 0.192332
100.0 | 140.2] 1/1 | 6.37520F 21.420248 40.08586512812 0.000936
90.0 | 140.2| 1/1 | 6.375207 21.420248 40.08586512812 0.000936
° 88.0 | 639 | 1/3 | 7.193615 18.983294 39.561B31799413 0.006989
87.0 | 347 | 1/5| 7.953101 17.170475 39.12548%814280| 0.147217
100.0 | 148.2] 1/1 | 10.60792612.873253| 37.8744997.501394/ 0.000936
90.0 | 1482 1/1 | 10.60794612.873253| 37.8744997.501394] 0.000936
o 88.0 | 641 | 1/2 | 11.43807011.938947| 37.5472769.110357| 0.001190
87.0 | 349 | 1/5| 12.20083911.192551| 37.26690779.690923/ 0.072286
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Table (4.7): The test results of image (Sun .Bmp)

Sun .Bmp
Thr. | Quality Comp. | Come. MSE SNR PSNR MAE Ratio of
Size | Ratio diff. bits
100.0 | 82.9| 1/2| 0.707847 191.4477289.631408 0.501038| 0.003286
90.0 | 829 | 1/2 | 0.707847 191.4477289.631408 0.501038 0.003286
! 88.0 | 64.1| 1/2 | 1.055032 128.4470247.898146 0.783056| 0.113159
87.0 | 349 | 1/5| 1572053 86.203068 46.16613390384 0.330963
100.0 | 102.2| 1/1| 3.513956 38.565013 42.67282177809 0.003276
90.0 | 102.2| 1/1 | 3.513956 38.565013 42.67282477809 0.003276
> 88.0 | 63.6| 1/3 | 3.888976 34.846125 42.23243D55033 0.005910
87.0 | 35.0| 1/5| 4.181728 32.406674 41.917P3(R74144) 0.062236
100.0 | 108.3| 1/1 | 4.911248 27.592936 41.21888358928 0.003276
90.0 | 108.3| 1/1 | 4.911248 27.592936 41.21888%58928 0.003276
! 88.0 | 64.0| 1/3 | 5.328246 25.433462 40.864D81148488 0.005809
87.0 | 34.6| 1/5| 5606455 24.171379 40.64392(861923 0.051158
100.0 | 113.0/ 1/1 | 5.606455 24.171379 40.64392361923 0.051158
90.0 | 113.0| 1/1 | 5.606455 24.171379 40.64392(861923 0.051158
° 88.0 | 64.1| 1/2| 6.723639 20.155121 39.854F76(187398 0.006124
87.0 | 348 | 1/5| 7.129367 19.008104 39.60029413026 0.036438
100.0 | 123.2| 1/1 | 10.48347412.926607| 37.92575[17.359639 0.003276
90.0 | 123.2| 1/1 | 10.48347412.926607| 37.9257517.359639 0.003276
o 88.0 | 64.1| 1/2 | 10.91791912.412232| 37.7494058.275487| 0.006836
87.0 | 345 | 1/5| 11.37066311.918017| 37.5729468.71935| 0.02603
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Table (4.8): The test results of image (Tiger .Bmp)

Tiger .Bmp
Thr. | Quality Comp. | Come. MSE SNR PSNR MAE Ratio of
Size | Ratio diff. bits
100.0 | 65.9| 1/2 | 0.710240 138.9882749.616755 0.504430 0.002157
90.0 | 65.9| 1/2 | 0.710240 138.9882749.616755 0.504430| 0.002157
. 88.0 | 63.8| 1/3| 0.741773 133.0798049.428095 0.531184/ 0.010610
87.0 | 347| 1/5| 1.100551 89.695972 47.71470382715| 0.252777
100.0 | 94.0| 1/2 | 3519318 28.049462 42.66622885545 0.002136
90.0 | 94.0| 1/2 | 3.519318 28.049462 42.666R28!85545 0.002136
> 88.0 | 64.0| 1/3 | 3.844558 25.676550 42.28232(M37190 0.004191
87.0 | 34.6| 1/5| 4.067341 24.270150 42.037698.07941| 0.052917
100.0 | 100.9| 1/1| 4.922987 20.051841 41.20853.473104] 0.002136
90.0 | 100.9| 1/1 | 4.922987 20.051841 41.208537473104| 0.002136
! 88.0 | 63.8| 1/3| 5.266738 18.743096 40.91538824846 0.004313
87.0 | 34.7| 1/5| 5535321 17.833649 40.699343225321| 0.040782
100.0 | 106.0] 1/1 | 6.324779 15.607656 40.12035@55838 0.002163
90.0 | 106.0| 1/1 | 6.324779 15.607656 40.12038@55838 0.002163
° 88.0 | 64.1| 1/2| 6.708541 14.718421 39.86453372759 0.004384
87.0 | 349 | 1/5| 7.022334 14.057289 39.66598832006| 0.031911
100.0 | 116.5| 1/1 | 10.5183799.384999 | 37.9113157.402420) 0.002136
90.0 | 116.5| 1/1 | 10.518379 9.384999 | 37.9113157.402420| 0.002136
o 88.0 | 64.1| 1/2 | 10.902169 9.054618 | 37.7556748.172557| 0.004852
87.0 | 34.6| 1/5| 11.318156 8.721825 | 37.593048.575806| 0.022146
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Table (4.9): The test results of image (Rose .Bmp)

Rose .Bmp
Thr. | Quality Comp. | Come. MSE SNR PSNR MAE Ratio of
Size | Ratio diff. bits
100.0 | 72.6| 1/2 | 0.69056090.660553 49.738791 0.476873| 0.000000
90.0 | 72.6| 1/2 | 0.69056090.660553 49.738791 0.476873 0.000000
. 88.0 | 64.1| 1/2 | 0.90445569.220165 48.566934 0.629471| 0.089162
87.0 | 345 | 1/5| 1.33958046.735942 46.861117 0.960063| 0.337016
100.0 | 95.8| 1/2 | 3.35534618.658740 42.873431 2.294011| 0.000000
90.0 | 95.8| 1/2 | 3.35534618.658740 42.873431 2.294011| 0.000000
> 88.0 | 64.0| 1/3 | 3.69207916.956984 42.458093 2.791361| 0.021942
87.0 | 345| 1/5| 3.93621015.905282 42.180021 2.979955| 0.099192
100.0 | 101.6] 1/1 | 4.61419713.568240 41489842| 3.13094[0.000000
90.0 | 101.6| 1/1 | 4.61419713.568240 41489842 3.13094[10.000000
! 88.0 | 640 | 1/3| 5.01710712.478610 41.126270 3.739136| 0.021444
87.0 | 345 | 1/5| 5.20915312.018561 40.963132 3.924749| 0.088359
100.0 | 106.1| 1/1 | 5.84925210.703339 40.459800 3.938980| 0.000000
90.0 | 106.1| 1/1 | 5.84925210.703339 40.459800 3.938980 0.000000
° 88.0 | 64.1| 1/2| 6.2651689.992794| 40.16147]74.605891| 0.023763
87.0 | 349 | 1/5| 6.4245909.744829| 40.0523504.787847| 0.078644
100.0 | 115.1| 1/1 | 9.4317346.637860| 38.3848886.227951| 0.000000
90.0 | 115.1| 1/1 | 9.4317346.637860| 38.3848886.227951| 0.000000
o 88.0 | 64.1| 1/2 | 9.8680496.344367| 38.18849[17.048884| 0.027791
87.0 | 349 | 1/5| 9.9042176.321199| 38.17260R7.265737| 0.080129
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Table (4.10): The test results of image (FlowerspiB

Flowers .Bmp
Thr. | Quality Comp. | Come. MSE SNR PSNR MAE Ratio of
Size | Ratio diff. bits
100.0 | 141.7| 1/1| 0.704740 171.477579.650515 0.489894| 0.008321
90.0 | 141.7| 1/1| 0.704740 171.4775740.650515 0.489894| 0.008321
. 88.0 | 64.0| 1/2 | 3.396144 35.5836]19 42.820948580943| 0.412567
87.0 | 346 | 1/5| 7.739917 15.613486 39.243440873322| 0.472850
100.0 | 148.0] 1/1 | 3.394108 35.604964 42.823527319963| 0.006571
90.0 | 148.0| 1/1 | 3.394108 35.604964 42.823547319963| 0.006571
> 88.0 | 64.1| 1/2 | 4.919390 24565462 41.2116BL833771| 0.161326
87.0 | 34.9| 1/5| 8.196608 14.743549 38.99446R256887| 0.384928
100.0 | 150.6| 1/1| 4.718728 25.609804 41.3925@4214874| 0.006714
90.0 | 150.6| 1/1 | 4.718728 25.609804 41.3925(®4214874| 0.006714
! 88.0 | 63.9| 1/3| 6.152996 19.640367 40.239938837962| 0.103536
87.0 | 349 | 1/5| 8.648433 13.973293 38.761420636154| 0.348236
100.0 | 153.0/ 1/1 | 6.026656 20052096 40.330039092804| 0.006826
90.0 | 153.0/ 1/1 | 6.026656 20052096 40.330039092804| 0.006826
° 880 | 64.1| 1/2| 7.323010 16.502379 39.4839(781021| 0.079091
87.0 | 34.8| 1/5| 9.225438 13.099333 38.480934109777| 0.316208
100.0 | 158.8] 1/1 | 9.854632 12.262973 38.1943®9%630163| 0.006734
90.0 | 158.8| 1/1 | 9.854632 12.262973 38.1943®9630163| 0.006734
o 88.0 | 64.2| 1/2 | 10.93197611.054460| 34.7438178.552689| 0.055990
87.0 | 34.8| 1/5| 12.915087 9.357048 | 37.01983010.050268 0.210378
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4.6.3 Evaluation the results:

Through the investigation of the test results, w&plement the
objectives of this system to build and apply eé#fidi algorithm for
watermarking color images by a fractal image geedrahrough Midpoint
displacement method utilizing the H-dimension asuinreal number. The
following remarks can be conducted:

1- When the value of shift factor (Thr.) is apprape to the modification
manipulated by JPEG2000 robustness of watermararbe@owerful.

2- When the shift factor (Thr.) increases, Peak&i¢p Noise Ratio (PSNR)
decreases, in other words the watermarked imagere degraded, but it
is still insignificant subjectively.

3- The ratio of different bits equal to zero whae shift factor (Thr.) equal
seven in more of images.

4- When the shift factor (Thr.) increases, the yaf image is decreases.

5- By using Haar transform, we can accomplish nimte embedding with
modulation factor value to satisfy the same rolesindegree against
JPEG2000 compression.

6- Using the Midpoint displacement method, we canagate image of any
size with mean equal to zero and standard deviaipmal to one.

7- The proposed system is very robust until the sizcompressed image
decreases into (1:3) of the original image.

8- The distorted bits is occur in any of magnitfaeors range at((1-50)).

9- The magnitude factor’s range should be not great smaller than the
magnitude of JPEG2000 compression.

10- The proposed system embed a huge data, noageees number, it is a

fractal image.
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A set of images were tested by the proposed wardrsystem, given
in section (4.3.2) and (4.4.2) the results show tha effect of the hiding
system on the images:

Original image Hide image Extracted image

Original image Hide image Extracted image
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Original image Hide image Extracted image

Original image Hide image Extracted image
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4.7 Main GUI of The Proposed System
The main GUI displays the parts of Fractal Imagaté&tmarking with

Wavelet Transform System as shown in figure (4.8):

I Fractal Image and Watermarking Technigues
Fractel Image  ‘Wavelet Attack Service

Attack

Figure(4.8) Main GUI of The Proposed System
The main window is the first window appears to dldeninistrator when
starting the Fractal Image Watermarking with Wavd@lensform System. It
consists of the menu items Fractal Image, Hide Extdact, Information and

Attack. Each command is explained as follows:

4.7.1 Fractal Image

When the administrator click on the “Fractal Imagemmand, the
fractal image window will be appear as shown irufey (4.9). The fractal
image contains H-dimension, Width and Height ofithage, if the user needs
to make image at any size or any other size heaueteduse this procedure to
generate it. But in this system the watermark shbel at size 64*64 and the
H-dim is a real number generate for this image bylidpoint displacement

Method. From this window we make the watermark aactal image.
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Figure(4.9): Fractal Image
4.7.2_Information

This window gives information about any image tlipaves it. It
contains the input file, image type, image sizetni depth, and bit depth and
color representation as shown in figure (4.10).

l Image Type lBITMAF‘\mage] Imags Size ] 196662

1 Width I 256 J Depth ] 256

it Depth I 24 iEo\orHeprasenlat\on J True Calor RGB

Figure(4.10) Information about the selected image
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4.7.3 Hide and Extract
« Hiding Image

When the watermark image is produced as a fractagje, then the cover
image is selected and the values of the level ofeled transform, threshold
and the fractal image are selected, and the resuliatermarking process is

the watermark image as shown in figure (4.11).

age and Watermarking Techniques

I Fractallmage  [fractalbmp

Figure(4.11) Hide Watermark in Cover Image
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Figure (4.12) shows as an example the result obhliohage, and the level of
Haar wavelet transform.

[ Fractal Image and Watermarking Technigues |ZJ@HZ]

Fractel Image  Wavelst Attack  Service

Original Image Hide Image

Level Image Watermarking Image

Figure (4.12) Hiding image
« Extracting Image
After that the watermark image is attacked by JREIB? then the
watermark data is retrieved by extract it from thest image, the

watermarking image (after hide the fractal wateknamage) and the

threshold £Factor), as shown in figure (4.13).
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I Fractal Image and Watermarking Techniques

Fractel Image  Wavelst  Attack  Seryice

]

I Cover Image Ilana.bmp

I watermarking Image: IHide1 _bmp

I Threshald |

Figure (4.13) Extracting Image
The result of image extraction is shown in figugeld).

[T Fractal Image and Watermarking Techniques
Fractel Imags  Wavelsr  Attack  Sepyice
— — )

Figure (4.14) Fractal Watermark Image

(94



Chapter Four Proposed Wavelet Fractal Image Watermarking System

4.7.4 Attack By JPEG2000

« JPEG2000 Compression
The watermarked image obtained from the proposstésyshould not be

affected by applying the JPEG2000 compression. réidgd.15) is used for
applying the JPEG2000 compression.

nd Watermarking Techniques glﬁ”z\
tack  Service

: JPEG 2000 Comressor [ 1 of 1]

)

,_dgjﬂ Size: 1921 Kb atio:
i Qualiy +—

anee|

Progress |

_‘%"—l.il Ebgpenl ﬁa_veAs___l Save &l l Clear l

F{EMDWORK | Hide: brp

Figure (4.15) JPEG2000 Compression to the Watermagkimage
The output of applying the compression attack dyGE000 onto the
watermarked image is shown in figure (4.15). Tlze sif the image before
and after the compression, the ratio, and the tyyali the compressed image

to (.jp2) type is shown.
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. JPEG2000 Converter

From the compressed version of the watermarked emtdge bitmap
version of the image is constructed. Therefore vemdna conversion
procedure that convert the image from (.jp2) tyge (.bmp) type should be

used, as shown in figure (4.16).

Watermarking Techniques BJ@ |X|

avelet  Attack  Service

1 =

E! JPEG 2000 to BMP format Converter

e moETE B =5
DD Cometdi¥s Hide! o2
1) Copy of el
- ) Cynthiz Laniuz. |
| =) ENDWORK
o] Hidet
@) Fractal
{3 Fractal ~ From —
. I3 Fractal Dimens
. I3 Fractal Dimens
[ Fractals & the

(2 ip=g

) source code.
| i) 3

Add E; Add all Carwert “. 4 Remove 4@ Bem al

Figure (4.16) JPEG2000 Converter

Distortion measures are used to compare the twgesiay computing
the errors using Mean Square Error (MSE), SignaNtsse Ration (SNR),
Peak Signal to Noise Ratio (PSNR), Mean Absoluter5{MAE), as shown
in figure (4.17).
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[ = Image and Watermarking Technigues

Fractel Image - Wavelst  Attack  Sepvice

o SLTA S
g I Cover Image Ilena.bmp

watermarking IHide‘I_bmp
Image

4.947728

28304640

| MSE |
| SR |
| PSNR | 41.186745
| MAE | 3433011

Cancel

Figure (4.17) Distortion Measure
The ratio of distortion bits in the fractal watemhamage was determined by
comparing extracted watermark image with the odbimage, some results

are shown in figure (4.18).

W,,l,u Fractal Image and Watermarking Techniques

Fractel Imags  Wavelgt  Attack  Service

| Ratio Watermark Files
i

| Input Image ifractal.bmp LI Cancel

[ Faiio | 0.000000 |

| | All Bits I 58304 |

1 | Dift. Bits

Figure (4.18) The Ratio of Watermark Bits.
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Chapter Four Proposed Wavelet Fractal Image Watermarking System

4.7.5 Exit Command

This command will be used to exit from the Systeks. shown in
Figure (4.19):

[ = Image and Watermarking Technigues

Figure (4.19) Exit from the System

(98)
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