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This research aims to design and implement a sébgms process
through scanning and testing the tested images, @&a24-bit image, to
find out if it contains a hidden information. Théego objects are
embedded using S-Toll, and Developed Stegonograjmuo} that
modulate Least Significant Bit (LSB) of the pixdlsing of wavelet
transformation of Haar wavelet type to producetuesa vectors of
coefficients ,these coefficients are mapped ,thsimguthe ability of
Probability Density Function(PDF) to minimize theafures that will be
use in the statistical tests:-The Standard toolsoAlie Value Differences
(AD), Mean Square Error(MSE), Signal- to- Noise iIB@NR), Peak
Signal- to- Noise Ratio(PSNR), Normalized Cross #&ation(NCC) ,
Correlation Quality (CQ).and in our research, weduthe order statistics,
such as:- (Mean, Variance, Skewness, Kurtosis ) .

We tested 12 BMP images with different sizes, wial information
hiding both steganography and watermarked. Tholghslystem was
tested 12 distinct images ,some were detected smahe were not, 6
images had information hiding and 6 were cleaf 32 (i.e. 33%)were
pass as they were clear, while 2 images were no¢ dthers were
detected . The developed system is implementedgugisual Basic
programming language version 6, provides by Wind@ngironments

(XP, Me), and the resulted obtained are encouraging



Abbreviation

Detailed

AD Absolute Differences

BMP Bit-Map

CQ CorrelationQuality

DCT DiscreteCosineTransformation

DWT DiscreteWaveletTransform

FFT FastFourier Transform

FLD FisherLinearDiscriminate Analysis

HCF HistogramCharacteristidunction

HH A Signal Or A N Image That Has BeHighpass Filtered In Both
Horizontal An Vertical Directions

HL A Signal Or A N Image That Has Belimghpass Filtered In Vertical
Direction And Horizontally.owpass Filtered.

HPDM HistogramPreservingDataM apping

JPEG Joint PhotographeExpertsGroup

LH A Signal Or A N Image That Has Been Verticdllgwpass Filtered
andHighpass Filtered In Horizontal Direction.

LL A Signal Or A N Image That Has Bekeonwpass Filtered In Both
Horizontal An Vertical Directions.

LSB L eastSignificant Bits

M SE Mean SquareError

NCC Normalized CrossCorrelation

PDF Probability Density Function

PMF Probability MassFunction

PSNR PeakSignal ToNoise Ratio

RGB Red-GreenBlue. An image color space where the image data is
represented by red, green and blue bit plahteeamage

SNR Signal ToNoiseRatio.

STFT Short-Time Fourier Transform

YCbCr An image color space where the image datgiesented by

Luminance and red and blue color difference poments. Most of

the image information is in the Y component.

WT

Wavelet Transform
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Chapter One

Overview

1.1  Introduction,

Steganography literally means “Covered Message” amblves
transmitting secret messages through seeminglycumes files. The
goal is that not only does the message remain hjdolet also that a
hidden message was even sent .

There are many tools available (Steganography oW that can
hide messages in images, audio files and video,séeghnography is
now in common use. Steganography supports hidingsages amongst
the huge volume of Internet traffic, in media filekere the addition of a
hidden message is difficult to detect with the horage even if the file

Is viewed[3]

1.2 Literature Survey

Several researches in the Steganalysis field toekktect the existing

of an embedded information .The scope of this evie a general

review of the researches that investigate ig&talysis :

 Neil et al [18], presentechn overview of Steganalysis and
introduced some characteristics of Steganograpliyvaee that
point signs of information hiding. This work is eadction of the
steganalysis approach. Success in steganograptrecgeresults
from selecting the proper mechanisms. The morernmdtion is
placed in the public's reach on the Internet, tligenowners of
such information need to protect themselves froefttand false
representation. Systems to recover seemingly desiro

information and steganalysis techniques will befulseo law
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enforcement authorities in computer forensics aigitad traffic
analysis.

* Hany Farid [7], presented the basic approach whiak finding
predictable Higher-Order Statistics of natural. ges within a
multi-scale decomposition, and then showing thatbesded
messages alter these statistics. This model inslubdasic
coefficient statistics as well as error statisticen an optimal
linear predictor of coefficient magnitude. Theseighler-order
statistics appear to capture certain propertienafural images,
and more importantly, these statistics are sigaifity altered
when a message is embedded within an image. As, such
possible to detect, with a reasonable degree ofiracg, the
presence of Steganographic messages in digitalesadg avoid
detection, however, one need only embed a smallugino
message. In the examples shown here, the messagg/meally
5% the size of the cover image. As the messagedazeeases,
detection will become increasingly more difficuticaless reliable.
There are several directions that should be exglaneorder to
improve detection accuracy. The particular choitestatistics
would be beneficial to optimize across a set ofidtas that
maximizes detection rates. The two-clagssher Linear
Discriminate analysis (FLD) should be replaced vaitmulti-class
FLD that simultaneously distinguishes between mgrStnages
and steg images generated from multiple progranwwyeder
convenient FLD analysis is linear, and detectiotegawould
almost certainly benefit format more flexible nanelar
classification scheme. Lastly, the indiscriminaoimparison of
Image statistics across all images could be reglagth a class-

based analysis .One benefit of the higher-orderatsoemployed
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here is that they are not as vulnerable to couattacks that match
first-order statistical distributions of pixel imsgity or transform
coefficients There is little doubt, however, that counter-measur
will be developed that can foil the detection scheratlined here.
The development of such techniques will in turndlda better
detection schemes.

« Hany Farid and Siwei Lyu[9], presented and desdri@an
approach to detecting hidden messages in imagdsutes a
wavelet-like decomposition to build higher-orderatsitical
models of natural images. Support vector machineshen used
to discriminate between clear and stego images.t&btleniques
described here would almost certainly benefit framveral
extensions: (1) the higher-order statistical modg&iould
incorporate correlations within and between alleércolor
channels; (2) the classifier should be trained separately on
different classes of images; and (3) the classifier should be trained
separately on images with varying compression r&eg benefit
of the higher-order models employed here is thay tre not as
vulnerable to counter-attacks that match first-ordétistical
distributions of pixel intensity or transform caefénts.

« Jessica et g3], they classified and reviewed current stego-
detection algorithms that can be used to traceulpop
steganographic products. they recognized severalitgtively
different approaches to practical Steganalysisalisietection-
detection based on first order statistics (histogeaalysis), dual
statistics methods that use spatial correlationamages and
Higher-Order Statistics (RS Steganalysis), univergdind
detection schemes, and special cases, such as cbtigatibility

Steganalysis. they also present some new reswesdiag their
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previously proposed detection of LSB embedding gisi@nsitive
dual statistics.

* Niels Provos[20], presented an improved methodsnformation
hiding. first method used probabilistic embeddirg niinimize
modifications to the cover medium. Another methadplyed
error-correcting codes, which allow the embeddingcpss to
choose which bits to modify in a way that decreabkedikelihood
of being detected. statistical analysis can retlealpresence of a
hidden message. So they introduced two methodsipoove the
selection process. The first used a seeded psewttoranumber
generator to determine the fewest modificationstite cover
medium. The second used error-correcting codeadease the
flexibility in selecting bits without increasing éhnumber of
necessary changes. Together, these methods carsdie ta
provide plausible deniability be embedding multiphedden
messages in the cover medium. Although the commaseyl y2-
test is unable to detect modifications from the rnowed
embedding process described in this paper, Asudtresne of the
presented statistical tests can detect the preseante
steganography. they can use the estimate to guatidose an
image in which a specific message can be embedafetysTo
evaluate the effectiveness of our approach, thegsqmted
statistical tests for the JPEG image format.

« Mohammed Alla' [16], he produced a system tocéttand
analyze hidden information by processes of threeraimns
detection, extraction and distortion, also trie@éxtract the hidden
information from the suspected images by concludinthe
steganographic techniques that are used in the ddade

process.2. the manner of choosing the pixels tteatused in the
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embedded process .3. the manner of choosing the tHat are
substitute with the bits of the hidden information

* Roman et al [23], improved Farid's [[7],[8],[9]] apwosed
algorithm such a detection algorithm based on hignger
statistics for separating original images from et@mgages. His
method shows an astonishing performance on current
Steganographic schemes. Starting from the statistigproach in
Farid's algorithm they'll investigate the well know
steganographic tool Jsteg as well as a newer agprpavhich
relies on histogram-preserving data mapping. Boliesies show
weaknesses leading to a certain detestability. hEurinalysis
shows which statistic characteristics make both esws
vulnerable. Based on these results, the histogra@sepving
approach is enhanced such that it achieves peséstrity with
respect to Farid's algorithm. They have stegandlybe LSB
embedding algorithm based on Histogram PreservirgaD
Mapping (HPDM) using Farid's universal blind detectmethod.
Farid method using higher-order statistics gaveaug interesting
insights into both steganographic algorithms. Basadthese
insights they were able to modify HPDM to obtain a
steganographic algorithm being perfectly securd wspect to
Farid's detection method.

« Jeremiah Harmsen [14], presented a steganalysigditive noise
modelable information hiding. The process of infation hiding
Is modeled in the context of additive noise. Undan
independence assumption, the histogram of the t&eiges a
convolution of the noise Probability Mass Functie™F) and the
original histogram. In the frequency domain thisnamution is

viewed as a multiplication of the Histogram Chaeastic
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Function (HCF) and the noise characteristic functideast

significant bit, spread spectrum, and Discrete @®siransform

(DCT) hiding methods for images are analyzed is tramework.

It was shown that these embedding methods are &guivto a

lowpass filtering of histograms that is quantifieg a decrease in
the HCF Center Of Mass (COM).

« Jessica et al [13], presented a steganalytic rdethat can
reliably detect messages (and estimate their sizielen in Joint
Photographer Experts Group(JPEG) images using the
steganographic algorithm F5. The key element ofntle¢hod is
estimation of the cover-image histogram from thegstimage.
This is done by decompressing the stego-image,pangpit by
four pixels in both directions to remove the quzation in the
frequency domain, and recompressing it using tmeesquality
factor as the stego-image. The number of relatiranges
introduced by F5 is determined using the least =qd by
comparing the estimated histograms of selected DagFficients
with those of the stegoimage. Experimental resuliscate that
relative modifications as small as 10% of the usabICT
coefficients can be reliably detected. The methodested on a
diverse set of test images that include both rad processed
images in the JPEG and BMP formats.

« Yanming et al [26], compared some steganalysithoas for
attacking LSB-based steganographic techniques stiogi
regression, the tree-based method {C4.5}, and allpopnethod
Stegdetect). Experimental results show that tls fivo methods,
especially the logistic regression method, are abtietect hidden
information with high accuracy. They also studikd telationship

between the number of attributes (the frequencfequantized
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DCT coefficients) and the performance of a classifLeast
Significant Bits(LSB)-based steganographic techegqu(See
appendix C) like Jsteg (See appendix B) changestatstical
properties of the cover image when it embeds senesisage in
the image. Accordingly, such methods are vulnerédbkstatistical
attack. Previous methods such as Stegdetect assl lwas Chi-
square test. The accuracy of Stegdetect can beowagr When
the size of the hidden message is small, it pegammbetter than
random guess. In this paper they had proposed steganalysis
methods based on the logistic regression and the-based
method {C4.5} for attacking LSB-based steganographi
techniques. The experiments demonstrated thatatiermance of
the logistic regression based technique is veryasgve. When
large amount of information is hidden, it can deteith very high
accuracy. Even when the amount of hidden informatsvery
small, it performs better than random guess. The-lrased
method {C4.5} outperforms Stegdetect in the expentrwhere a
relatively large amount of information is hidderowkver, it does
not perform well when the amount of hidden infonmats small.
they suggest that one reason for {C4.5} not perfogras well as
the logistic regression is that it tends to prodhoandaries that
are parallel to the input variable axes, whichhis tase may not
be appropriate. They also pointed out that the reurobattributes
used in classification can be related to a clasfiperformance
their experiments were carried out to break nuthitke Jsteg
(see appendix B) that are employed to hide infolonatTheir
methods did not rely on the placement of the hiddérmation.
Therefore they can be used without any modificatoon LSB

based steganographic techniques that use rand@albdtion.
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T. Moerland [25], deled extensively with differemtethods of
steganography applied to various (digital) medmesylike image
(BMP, JPEG), audio (WAV, MP3) and plain text. Attac both

visual and statistical will be considered as wéle showed how
steganography has been used in the pre-digitalaagkafter that
have constructed simple methods for hiding inforomain digital

image, audio and text files. These methods howpkared to be
easily detectable, some even by obvious visualclatdike

enhancing the least significant bit of the imag&everal

mathematical steganalytic methods have been redieased he
had shown how steganographic techniques could peowad to

16 evade these detections. Like in cryptographycaypotanalysis,
this results in a cycle with both steganography stegjanalysis
trying to fool each other. Over the past one or tyears

sophisticated (mathematical) methods have beenlama and
steganography and steganalysis have grown intat@enscience.
Many interesting results are expected to be predeint the near
future.

George et al [6], proposed a machine learning (sibproach to
steganalysis. This work is based on a canvas repiason of the
media format that makes explicit all of the featutkat can be
used for steganographic embedding. They have shumnthis

can be combined with a set of features selectad fte canvas
representation. In the current work, this includalie occurrence
probabilities, and both unconditional and condiabentropies.
These features were successfully used, for both ddr JEPG
formats, and by several different learning alganish to find

hidden message bearing files. For JPEG format isjagas

approach outperforms one of the current state & #nt
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steganalysis techniques. Their system is certamolypanacea.
They have shown examples of steganography algasifor both
GIF and JPEG formats that it cannot detect. While ¢urrent
work uses straightforward features of the canvemed well-
known learning methods, they indicate how it carekended to
more powerful representations akid/DM methods. With these
they anticipate being able to extend this workge unsupervised
anomaly detection approaches to steganalysis. Tégseaches
should be able to detect the canvas features af ahedia files,
and hence should be able to distinguish those &t@mgo-bearing
files, regardless of the steganography method Gded.should be
able to detect steganography hidden using more holwe
algorithms. In addition, by establishing generghsitures of clean
files, deviations from these signatures are a psssign of
steganographic embedding. While specific stegamigyra
algorithms would have specific deviations, any dgon raises
the possibility of a hidden message. This holdswvry exciting
potential to transcend the current fragile natufe nmdern
steganalysis — it may be possible to identify thale has a hidden
message, even if it is hidden using a new, prelWousseen
steganography algorithm. The results reported sleosv that ML
algorithms work in both content- and compressioseldaimage
formats, outperforming at least one current hanafted
steganalysis technique in the latter. Their curvesrk can detect
previously seen (trained on) steganography teclesigand they
discuss extensions that they believe will be alide detect
steganography using more sophisticated algoritlasisvell as the

use of previously unseen steganography algorithms.
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1.3 Aim of the Thesis

This thesis aims to design and implement a stdgsis process
through scanning, testing suspected images todutdf it contained a
hidden information ,depending on the use of Wavé&lainsform(Haar
wavelet transform) to extract features and useathity of Probability
density Function(PDF) to minimize the features tet dhe most
important features that will be use in the statid tests:-Standard
tools( Average AD,MSE,SNR,PSNR,NCC,CQ)and propoSeistics
tools (Mean, Variance, Skewness, Kurtosis ) thes¢stare useful in
examine the suspected images if they contain aehiddformation. The
implementation this system is made on the BMP fllee embedded
information is hided using LSB modification (Steggnaphic operation)

and S-Tool (watermarked operation).

1.4 Chapters Overview.

»Chapter Two (Theoretical Backgroundof Steganography and
steganalysis) deals with image analysis, and information hiding
,Steganograph Steganalysis methods and wavelet transfoomati

» Chapter Three (Proposed System For Steganalysis) the descripfion
the proposed system is detailed describe.

» Chapter Four (System Interfaces of the Proposed system anditResu
deals with the interfaces of the proposed systain thie experimental
results are detailed describe.

» Chapter Five (Conclusions And Future Works) consist of conaduasi

with recommended future works for the system.



Chapter Two
Theoretical Background of Steganography

and Steganalysis

2.1 Introduction

Steganography is the art of hiding the presendafofmation by
embedding secret messages into innocuous lookiver cmcuments,
such as digital images. Detection of Steganograptimation of
message length, and its extraction belong to theld fiof
Steganalysis[12].

The first goal of Steganalysis is detection; ¢hean be additional
goals such as disabling, extraction, and confusidatection is more
difficult than disabling in most cases, becausalaiag techniques
can be applied to all files regardless of whethemot they are
suspected of containing an embedded file [15].

Techniques and applications for information hidhraye become
increasingly more sophisticated and widespreadh Wgh-resolution
digital images as carriers, detecting the presendedden messages
has also become considerably more difficult. Bametimes possible,
nevertheless, to detect (but not necessarily decjpghe presence of
embedded messages [7].

The choice of cover images is important and infae=n the
security in a major way. Images with a low numbér colors
computer art, images with a unique semantic contarth as fonts,
should be avoided. Some steganographic experts mreead
grayscale images as the best cover-images .Thepmreend

uncompressed scans of photographs or images othtaitte a digital
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camera containing a high number of colors and camnghem safe for
steganography.
2.2 Image Files

Image is an array of numbers that represent ligténisities at
various points (pixels). These pixels make up thage raster data.
Such an image could contain about 300 kilobits affad.Digital
images are typically stored in either 24-bit oriBfites [19].

All color variations for the pixels are derived rinchree primary
colors: red, green, blue. Ortgte represents each primary color; 24-
bit images use 3 bytes per pixel to represent aromlue. These
three bytes can be represented as hexadecimdemuactually
three pairs represent red, green, and blue. A whbaekground
would have the value (FF, FF, kE) Its decimal value is
(255,255,255) .

This definition of weight background is analogoosthe color
definition of a signal pixel in an image. Pixel repentation
contributes to files size-or example, Suppose we have a 24-bit
image 1,024 pixel wide bit 768 pixels high-a commgnaphics.
Such an image has more than two million pixelshdeving such a

definition, which would produce a file exceedingylBytes [18].

2.2.1 Image analysis

Image analysis is a primarily a data reduction gssc Images
contain enormous amounts of data, typically on trder of
hundreds of kilobytes or even megabytes. Often mattthis
information is not necessarily to solve a speaficnputer-imaging

problem, so a primary part of the image analysk tato determine
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exactly what information is necessary. Image amgaigsused in both

computer vision and image processing application.

The image analysis process can be divided to gtesges, as shown

in Fig 2.1 [17].

» Preprocessing.

» Data Reduction, which includes two main sub-stages:

Transformation, and Feature extraction.

» Features Analysis.

Data Reduction

Input 3yl Preprocessing

Transformation

image

a. Preprocessing

Feature
Extraction

Fig 2.1 Image Analysis

Feature
Analysis

Techniques had operators that used to perform alniti

processing that makes the primary data reductiah aanalysis

task easier. They include operations related regminterest

performing basic algebraic operations on imagesiaecing

specific image features, and reducing data in begblution and

brightness. Preprocessing is a stage where thereetgnts are

typically obvious and simple, such as the elimmatof image

information that is not required for the applicatio

b. Transformation

Mathematical transformations are applied to dgyria obtain

further information (Features) from that signadttiis not readily
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available in the raw signal (time domain). Mosttbé signals in

practice areime-domain signals in their raw format[17].
c. Feature Extraction and Analysis

The goal in image analysis is to extract informatisseful for
solving application-based problems. This is doneirtdglligently
reducing amount of image data including image fianss. After
performing image transformation operation, images haeen
modified from the lowest level of pixel data intagher level
representations. Features extraction can be coesides a useful
operation for solving computer-imaging problems.eThmage
transforms provide us with features based on dpétguency

information. [17].
2.3 Information Hiding

There are many approaches to hide the embedded Tile
embedded file bits can be inserted in any ordencentrated in
specific areas that might be less detectable, disdethroughout the
cover file, or repeated in many places. Carefuidden of the cover
file type and composition will contribute to sucsks embedding.

The number of bits in the cover file that get amgld will also
affect the success of this method. In general, egbh additional bit
that is replaced the odd of detection increasddnbmany cases more
than one bit per cover file byte can be replacedcessfully.
Combining the correct selection of bits with anedys the maximum
number of bits to replace should result in the sasapossible impact

to the statistical properties of the cover fila9].
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2.3.1 Steganography

Steganography is the art of invisible communicatits purpose is
to hide the very presence of communication by emingdmessages
into innocuous-looking cover objects. In today’gitil world, much
more versatile and practical covers for hiding ragss digital
documents, images, video, and audio files haveacepl invisible ink
and paper. As long as an electronic document aohiaerceptually
irrelevant or redundant information, it can be ussda “cover” to
hide secret messages [12].

Classical Steganographic systems depend on kedpengncoding
system secret, modern Steganography tries to betectdble unless
secret information is known, namely, a secret k&§].

Computer-based image Steganography is one way taf ldeing
which provides data security in digital imagesisltconsidered as a
technique inspired from ancient Steganography. diheis to embed
and deliver secret messages in digital images withany
suspiciousness. The secret message might be amaptplain text,
another image, a control signal, or anything tlaat loe represented in
bit stream form. The secret message may be congureasd
encrypted before the embedding steps begin [5].

The goal of Steganography is to avoid drawing suspicionhi®
transmission of a hidden message. If suspicioaised, then this goal
Is defeated [18].

Each Seganographic communication system consists of an
embedding algorithm and an extraction algorithma€ocommodate a
secret message, the original image, also calleccdiver-image, is

slightly modified by the embedding algorithm. Asesult, the stego-
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image is obtained. The set of images from whichecomages are

being drawn is part of the communication systen).[20
2.3.2 Watermarking

It is a techniques used to imperceptibly conveyrnmation by
embedding it into the cover-data. a popular appboa of
watermarking is to give proof of ownership of dajitdata by
embedding copyright statement. It is obvious tloattiiis application
the embedded information should be robust agairestipulations
that may attempt to remove it [18]

There has been a large amount of work in embeddatg to
maintain ownership of digital media. In this ca$e twatermark

should be as resistant to as many distortions ssilge [10] [3].
2.4 Steganalysis

The broad goal of Steganalysis is to understandeffects of
hiding data into a medium. This knowledge is tyfljcased to either

strengthen the hiding system or detect the usataf loiding [10][23].

Though the first goal of Steganalysis is detectiinere can be
additional goals such as disabling, extraction, awhfusion.
Detection of Stenography, estimation of messag@thenand its
extraction belong to the field of Steganalysis. da&bn is more
difficult than disabling in most cases, becausalaliag techniques
can be applied to all files regardless of whethemot they are
suspected of containing an embedded file. Howetenly a minute
portion of all files is suspected to have embedued then disabling
in this manner is not very efficient.

Attacks and Analysis on hidden information may tadeveral

forms: detection, extracting, confusing (counteifgi or overwriting
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by an attacker, embedding counter information rdhe existing

hidden messages), and disabling hidden informajn[

Cryptanalyst is one who applies cryptanalysis inatempt to
decipher encrypted messages, while Steganalystaswino applies
Steganalysis in an attempt to detect the existirfg hmden
information. InCryptanalysis, Portion of the plain text and portions
of the ciphertext are analyzed. In Steganalysisp@arisons are made
between the cover-object, the stego-object, andilpiesportion of the
message. The end result in the cryptography igititeer text, while

the end result in Steganography is the stego-abject

In order to define attack techniques used for Sitalysis,
corresponding techniques are considered in cryptsisa Attacks
available ton the cryptanalyst are ciphertext oRlypwn plaintext,
chosen plaintext, and chosen ciphertext [18].

In ciphertext only, the cryptanalyst knows the ciphertext to be
decoded. The cryptanalyst may have the encodedagessand part
of the decoded messages which together may be fosea know
plaintext attackthe chosen plaintext, it's the most favorable case for
the cryptanalyst. In this case, the cryptanalys $a@ame ciphertext
which corresponds to some plaintext chosen by thptanalyst has
some ciphertext which corresponds to s@iantext chosen by the
cryptanalyst. If the encryption algorithm and cigbgt are available,
the cryptanalyst encrypts plaintext looking for ofegs in the
ciphertext. Thischosen ciphertext attack is used to deduce the
sender's key [24].
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2.4.1 Attacks available to the Steganalyst

Detection set signatures is based on the combmatio
carrier, stego-media, embedded messages, and stggphy
tools known by the analyst [19][24he associated attacks
are

1) Stego-only Attack. Only stego-object is available for
analysis.

2) Known cover attack. The “original” cover-object and
stego-object are both available.

3) Known message attack. At some point, the Attacker may
know the hidden messages. Analyzing the stego-blgpec
pattern that correspond to the hidden message meay b
beneficial for future attacks against that systBwven with
the message, this may be very difficult and maynebe
considered equivalent to the stego-only attack.

4) Chosen stego attack. The steganography tool (algorithm)
and stego-object known.

5) Chosen message attack. The steganalyst generates stego-
object from some steganography tool or algorithomfra
chosen message. The goal in this attack is to rdeter
corresponding pattern in the stego-object that p@t to
the use of specific steganography tool or algorithm

6) Known stego attack .The steganography algorithm (tool is
known and both the original and stego-object aslable.

In order to develop a hiding scheme, which is difficultdetect, it

IS necessary to analyze the results of prospestettods. Comparing

statistical changes introduced when embedding tguigally does
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this. If a method causes distinct predictable clkangwill be fairly
easy to detect and should be modified [10].
2.4.2 Steganalysis Methods

One of steganalysis technique is "the visible cd&ig”, which
includes human observers detecting minute changggebn a cover
file and a stego file, or it can be done automédsicadditionally,
since many Steganography tools take advantageost atolors or
create their own close color groups, many simitdors in an image
palette may make the image become suspect [15] [12]

Steganalysis can also involve the use of "stasibtiechniques".
By analyzing changes in an image's close coloisptie steganalyst
can determine if LSB substitution was used. Cladergairs consist
of two colors whose binary values differ only irthSB. The sum of
occurrences of each color in a close color pairsdoet change
between the cover file and the stego file . Thig,falong with the
observation that LSB substitution merely flips soofethe LSBs,
causes the number of occurrences of each coloclwsa color pair in
a stego file to approach the average number ofroseces for that
pair [15]. These statistical techniques benebtrfrthe fact that the
embedding process alters the original statistich@tcover file and in
many cases these first-order statistics will shemds that can raise
suspicion of Steganography[15].

Fridrich[12] and others proposed a steganalytwbejue called
the RQP method. It is used on color images witthi24sixel depth
where the embedded file is encoded in random L& involves
inspecting the ratio between the number of cloderqeairs and all
pairs of colors. This ratio is calculated on themct image, a test
message is embedded, and the ratio is calculat@d.d§ the initial

and final ratios are vastly different then the stgpmage was likely
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clean. If the ratios are very close then the susipeage most likely

had a secret message embedded in it [13].

Image Domain tools encompass bit-wise methods that apply least
significant bit (LSB) insertion and noise manipudat The tools used
in this group include StegoDos , S-Tools , Mastl , EzStego
Hide and Seek (versions 4.1 through 1.0 for Windodfg |,
Hide4dPGP, Jpeg-Jsteg , White Noise Storm , seendppd&, and
Steganos. The image formats typically used in sbidganography
methods are lossless and the data can be direcitypoiated and

recovered.

The Transform Domain grouping of tools include those that
involve manipulation of algorithms and image tramsfs such as
Discrete Cosine Transformation (DCT) and wavelabhsformation .
These methods hide messages in more significaat arethe cover
and may manipulate image properties such as |umoea
Watermarking tools typically fit this categorizatiand the subset
used are PictureMarc , JK-PGS , SysCop, amdStgn. These

techniques are typically far more robust than b#genechniques[18].

However, if the cover-image, was initially stored the JPEG
format (as it is frequently the case), message ddibg in the spatial
domain will disturb bunhot erase the characteristic structure created
by the JPEG compression and one can still eastlyriane whether
or not a given image has been stored as JPEG.lastlged, it is
possible to recover the JPEG quantization table fitee stego-image
by carefully analyzing the values of DCT coefficienn all 8x8
blocks. After message embedding, however, the covage will
become (with a high probability) incompatible witre JPEG format
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in the sense that it may be possible to prove #hparticular 8x8
block of pixels could not have been produced by GPE
decompression of any block of quantized coeffigefithis finding
provided a strong evidence that the block has lseghtly modified
[12].

With the exception of the "JPEG compatibility Steglysis"
which can be applied to any spatial Steganograpméthod, all
previously proposed methods are tailored to a peembedding
algorithm or its slight variations. "Universal hiirteganalysis" is a
detection method in the sense that it can be adjusfter training on
original and stego-images, to detect any Stegapbgramethod
regardless of the embedding domain. The trick isfitml an
appropriate set of sensitive statistical quantifgefeature vector) with
“distinguishing” capabilities. Neural networks, staring algorithms,
Statistical methods, and other tools of soft conmgutan then be
used to find the right thresholds and constructdégection model

from the collected experimental data [12] [10]
2.5 Detection

The goal of detection is to get a decision for iggd it contains a
hidden data or not. Due to the adaptation of thlewiang techniques
in the developed system they will be discussetiémiext sections.

1. Frequency Transform (Wavelet Transform

2. Statistical Tests.
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2.5.1. Frequency Transform.

2.5.1.1 Wavelet Transform

Wavelets are mathematical functions that cut up b different
frequency components, and then study each compoweéht a
resolution matched to its scale [4].

Wavelet theory is based on analyzing signals to teemponents
by using a set of basis functions. One importaatra&tteristic of the
wavelet basis functions is that they relate to eaitter by simple
scaling and translation. The original wavelet fumtt known as
mother wavelet, which is generally designed basedane desired
characteristics associated to that function, isluseyenerate all basis
functions. For the purpose of multiresolution fofation, there is
also a need for a second function, known as scélimcfion, to allow
analysis of the function to finite number of compaots.

In most wavelet transform applications, it is reqdi that the
original signal be synthesized from the waveletfii@ents. This
condition is referred to as perfect reconstructiom.some cases,
however, like pattern recognition type of applioas, this
requirement can be relaxed. In the case of perésunstruction, in
order to use same set of wavelets for both anafysissynthesis, and
compactly represent the signal, the wavelets sha@lsd satisfy
orthogonality condition. By choosing two differesgts of wavelets,
one for analysis and the other for synthesis,wesets should satisfy
the biorthogonality condition to achieve perfecaestruction.

In general, the goal of most modern wavelet reteisrto create a
mother wavelet function that will give an informat;j efficient, and
useful description of the signal of interest. Iinist easy to design a
uniform procedure for developing the best mothevelet or wavelet
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transform for a given class of signals. Howeverseohon several
general characteristics of the wavelet functiorisisi possible to
determine which wavelet is more suitable for a gigpplication [1].

They have advantages over traditional Fourier noghan
analyzing physical situations where the signal amstdiscontinuities
and sharp spikes. Wavelets were developed indepdnda the
fields of mathematics, quantum physics, electrerajineering, and
seismic geology. Interchanges between these feeldag the last ten
years have led to many new wavelet applicationdh sag& image
compression, turbulence, human vision, radar, aadhguake
prediction[1][4].

2.5.1.2. Wavelet Analysis of signal processing

In signal processing there are numerous exampldéseobenefits
of working in the frequency domain. Fourier anaysemains a
powerful technique for transforming signals frore time domain to
the frequency domain. However, time informatiorhidden in the
process. In other words, the time of a particulen¢ can not be
discerned from the frequency domain view withoutqrening phase
calculations, which is very difficult for practicapplications[2].

The Fourier transform was modified to create therBhime
Fourier Transform (STFT) in an attempt to captuoghbfrequency
and time information. The STFT repeatedly applias Fourier
transform to disjoint, discrete portions of thensijof constant size.
As a result, wavelet analysis can better captue ititeresting
transitory characteristics of a signal.

Though the above discussion of Fourier analysis aaglelet

analysis made reference to the time and frequeanyads typically
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associated with signal processing, the concepts apply to the
spatial and frequency domains associated with inpageessing.
2.5.1.3 Discrete Wavelet Transform (DWT)

There are different types of wavelet transformgluding the
Continuous Wavelet Transform (CWT) and the Discrélavelet
Transform (DWT).

The CWT is used for signals that are continuousnme and the
DWT is used when a signal is sampled, such asgldigital signal
processing or digital image processing. The DWT hascaling
function® and a wavelet functiop associated with it. The scaling
function® can be implemented using a low pass filter angsed to
create the "scaling coefficients" that represente tlsignal
approximation. The wavelet functigncan be implemented as a high
pass filter and is used to create the "wavelet fimoefts" that
represent the signal details. If the DWT is useddafling and shifting
by powers of two (dyadic), the signal will be wedpresented and the
decomposition will be efficient and easy to compuiteorder to apply
the DWT to images, combinations of the filters (bomations of the
scaling function and the wavelet function) are ufiest along the
rows and then along the columns to produce unigbbands [15][2].

TheLow pass filters are applied horizontally and veitic(LL)
along the rows and columns and is commonly refetweas a course
approximation of the image because the edges t@rainboth out.
The Low pass filter is applied horizontally and THigh pass filter
is applied vertically(LH) which is produced by low pasgdiling
along the rows and high pass filtering along théummos, thus
capturing the horizontal edges.

The High pass filter is applied horizontally and Thew pass
filter is applied vertically(LH) which is produced by high pass
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filtering along the rows and low pass filtering @dothe columns, thus
capturing the vertical edges. Theigh pass filters are applied
horizontally and vertically(HH ) produced high pass filtering

along the rows and columns, thus capturing theathabedges. The
LH and HL subbands are considered the band passsdb and the
LH, HL, and HH subbands together are called thaibdsetibbands.

These subbands are shown in Figure 2.2 By repetitengrocess on

the LL subband, additional scales are produced.

LL LH
LH1

HL HH

HL1 HH1

Fig2.2 Wavelet Subbands of an image

The statistics of the generated coefficients ofvidagous subbands
offer valuable results, According to Farid[[7],[®]l], A broad range
of natural images tend to produce similar coeffitiestatistics.
Additionally, alterations such as Steganography tenchange those
coefficient statistics. The alteration was enouglprovide a key for
Steganography detection in Farid’s research [A[&B].

One set of statistics that Farid used consistedhef mean,
variance, skewness, and kurtosis of the coeffisigignerated at the
LH, HL, and HH subbands for all scales. He conctudeat his
method would be just as successful on other knowthaods. Also,

the ratio of embedded file size to cover file sm# typically affect
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the accuracy of just about any steganalytic teal@nd this method
IS no exception. [15]

2.5.1.4 Discrete Wavelet Decomposition

A signal x of length N can be decomposed in angll¢w give a
coarser approximation of the signal in the nextelevThe

approximation coefficients at level j is given by:

c,(k) = > h(m - 2k)c,,,(m) (2.1)
d, (k) => g(m-2k)c,,,(m) (2.2)

Where c are called the scaling function or the approxinmatio

coefficients andd are called the wavelet or the details coefficients
h,g are both finite even length discrete values waudters called
the decomposition low-pass and high-pass waveldterdi
respectively. The calculation of these filters \itiefly be described

in section 2.5.1.6.

Assuming thatc with the highest resolution subscript is the
original input signal. At each stage of the decospans (2.1) and
(2.2), the length of the resulting signalsind d, is half the length of

c,.,because of the down-sampling process after eaadh itinwhich
the decomposition occurs.
The down-sampler (sometimes called a sampler omear)

takes a signal x(n) as an input and produces grubyfn)=x(2n). The

down-sampler is symbolically shown in figure (2.3).

x(n) —» 21 - »X(2n)

Fig 2.3 the Down-Sampler
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In down-sampling, there is clearly the possibility losing
information since half of the data is discardede $hale-j coefficients
are filtered with the two low-pass and high-pasg filters, after
which down-sampling gives the next coarser scahng wavelet
coefficients. Both of them, having lengths equah&df the length of
the input signal. In Figure 2.4 , the decomposifioocess is depicted
for two decomposition stages[24][10][4][2].

» 0 =2¢_>dj
C
(BN » g > 21 >0y
» h |— 2
G
—» h |—> 21 —>C

Fig 2.4 Two-Stage decomposition process

2.5.1.5 Discrete Wavelet Reconstruction

A signal considered at a resolution j+1, can bemstructed from
the combination of the scaling function and wavelsfficients at a

coarser resolution j. This can be written as:

C.a(K) = ¢, (mh(k - 2m) + > d, (m)g(k — 2m) (2.3)

Where h,g are both finite even length discrete values wavele

filters called the reconstruction low-pass and pglss wavelet filters
respectively and are derived directly from the lpass and high-pass

decomposition filters.

At each stage of the reconstruction process giverequation
(2.3), the length of the resulting signals equals to the sum of the

length of bothc, and d;, because of the up-sampling process after each

time in which the reconstruction occurs [4].
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The up-sampling means that the input to the fihas zeros
inserted between each of the original terms. Ineothords
y(2n)=x(n) and y(2n+1)=0.

x@2ny—> 2t —— x(n)
Fig 2.5 The Up-Sampler

The input signal is stretched to twice its origitelgth and zeros

are inserted. The up-sampler is symbolically showigure (2.6).

In Figure 2.7 , the reconstruction process is dedidor two

reconstruction stages.

G1—f 2; [
C]> 21 > h
Gi—l 24 > g > Gn
d—> 21 g

Fig 2.6 Two-Stage reconstruction process

2.5.1.6 Wavedlet Filters Calculation

The wavelet filters are even finite-length real to@ms coefficients
that are convolved with the input signal to proddice next level
approximation or details coefficients. The highg#kler coefficients
should be orthogonal to the low-pass filter coédfds. The
decomposition high-pass, reconstruction low-pass,raconstruction
high-pass filter can be derived from the decompmsiow-pass filter

as shown below:
g(n) = (-)"h(N —n+1) (2.4)

h(n) =h(N -n+1) gP.
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g(n) = (-1)"*h(n) 2.§)

Where n=1,2,...,N, and N is the finite even lengthtloé wavelet
filter.

2.5.1.7 Wavdet Transform Char acteristics

Wavelet transform have proven to be very efficiantd effective in
analyzing a very wide class of signals and phenam&he reasons
for that are:

1. The size of the wavelet expansion coefficients ddffpapidly
with its indices for a large class of signals. Theperty is
being called amnconditional basis and it is why wavelets are
very effective in signal and image compressionoikng, and
detection.

2. The wavelet expansion allows a more accurate geguriand
separation of signal characteristics. A wavelet aggmon
coefficient represents a component that is itsethl and is
easier to interpret. The wavelet expansion maywali@
separation of components of a signal that overtalpoth time
and frequency.

3. Wavelets are adjustable and adaptable. Becauseitheot just
one wavelet, they can be designed to fit individaglications.
They are ideal for adaptive systems that adjushsedves to
suit the signal.

4. The generation of wavelets and the calculationhefdiscrete
wavelet transform is well matched to the digitainpmuter. The
defining equation for a wavelet uses no calculleeré& are no
derivatives or integrals, just multiplications aradiditions

operations that are basic to a digital computer.[4]
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2.5.2 Statistical Tests
2.5.2.1 Standard Tests

The statistical analysis (Test) is very useful fietection of
embedded data in an image. These analysis or tastegpose
abnormality in an image that is not visible to huneges.

These tests need the original and the suspected images for
getting the correct results.

1. Average Absolute Difference(AD)test

The average of the difference between color ofIpixe original

image and suspected image can be calculated as:

AD = MN Zy‘ Xy X,Y‘

Where

| is the original Image, I' is the Suspected Image

M is the height, N is the width,

X, y are indexes

The absolute values used for difference to getrateuesult of

summation difference output.

2. Mean Sguared Error(MSE) Test
To calculate the MSE between the original and thgpected

images, we must et the difference of pixel colortie two
images. The resulted will be the square amount wbre

depending on the size of these images, as shown:

M _M_lN (Ixy—l‘x’yjz ........................ 2.8)
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3. Sgnal-to-Noise Ratio(SNR) Test

4. Peak Sgnal-to-Noise Ratio(PSNR)Test
We use (PSNR) to calculate the maximum peak sigoahoise

ratio between the two images as follows

PSNR=MN * max*(l 2x,y/>;y(| xy = ‘X,yjz ...... (2.10)

5. Normalize Cross Correlation (NCC)
This metrics is important for see the amount theretation

between the original and suspected images.

The (NCC) can be measured from the following equmati

NCC:%,'x,y*('\x,y/gy' 2XY) oo, (2.11)

6. Correlation Quality (CQ) Test
Quality of correlation can be measured between dhginal

images and the suspected images depending onzéhefsihese

images by using the following equation:

CQz)gle’y*(l‘X’y/gylx,y) .............. (2.12)
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2.5.2.2 The Developed Tests
1.Mean:

Mean is a simple, intuitive and easy to implemerdgthad of
smoothing images,i.e. reducing the amount of intensity variation
between one pixel and the next. It is often usedethuce noise in
images.

The mean of input image | (m x n) is define as tibtal of its

brightness over the product of the dimensions NNan

M NG 213
ean=p=———— v ) :
MN i=1 j=1
1 2\%5 x His (i)
= | IS |
Or N i 2o TS ) 2.14
2.Variance;

Variance measures the average of the squared suwnmmaif

frequencies.

1 N-1M -1 2
Variance=c’= MN <, ;0 (I (i) ,u) ........... 2.15
LS G- u)
2= i — ) His (1) ..........(21
= VN o (.2.16)
3. Skewness:

Skewness is the deviation of the frequencies Oistion curve over

similarity
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There are two types of Skewness Positive Skesvard Negative
skewness,
If w>1¢(,)) then the curve will be positive Skeess else the curve

IS negative

4. Kurtosis:
Kurtosis is the deviation of the top of the freques distribution

curve over similarity.

4
1 N-im -1 I(i,j)_:ux

2

MN <= = P (2.18)

X

K =

There are several types of Kurtosis i.e. Lepto, dlesnd Platy
Kurtosis.
if k=0 then the top will be Meso Kurtosis.
k>0 then the top will be Lepto Kurtosis.
k<0 then the top will be platy Kurtosis.
2.6 Histogram and Probability Density Function

In statistics, ahistogram is a graphical display of tabulated
frequencies. That is, a histogram is the graphreasion of a table
which shows what proportion of cases fall into eathseveral or
many specified categories. The categories are lysspécified as

nonoverlapping intervals of some variable.

There are different ways to display the same tadtd, two kinds
of histograms are there. One shows the number sdscaer unit
interval, so that the area under the curve isaks humber of cases.
Other shows the number of cases per unit intervaded by the total

number of cases, so that the area under the csiesactly 1.
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In mathematics, &robability Density Function (PDF) serves to
represent a probability distribution in terms degrals. Any function
that is everywhere non-negative and whose intdgyal —o to +w is
equal to 1 is a probability density function.

If a probability distribution has densifyx), then intuitively the
infinitesimal interval k, x + dx] has probabilityf(x) dx. Informally, a
probability density function can be seen as a "shexbout” version
of a histogram: if one empirically measures valoés continuous
random variable repeatedly and produces a histogdapicting
relative frequencies of output ranges, then thistogram will
resemble the random variable's probability densisguming that the
variable is sampled sufficiently often and the omtpanges are
sufficiently narrow).[2].



Chapter Three

Proposed System for Steganalysis

3.1 Introduction

This Chapter concerns with the description of thesigh and
implementation of the Proposed System. The systéaysut will be
presented. Next, the implantation of the main paftthe system will be
discussed.
3.2 The Proposed System
The Proposed System as shown in Fig 3.1 can\bdedi up to four
parts as:-

= Hiding process
= |mage Preprocessing
= Features Extraction and Analysis Processes

= Discrimination Processes
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Input Image

Original image

Hiding Process

Suspected image

Image Preprocessing | Original image Image

LStore

Original image data

Data of the images

v v

Feature Extraction and R Discrimination
analysis Minimized feature Function

vectors l
Results of
tests

Fig 3.1The overall System Model

3.2.1 Hiding process

In LSB modification, The embedded object is embeddetenspatial
domain i.e. in two dimensional space of an imageth& beginning the
color-plane (R, G, B, or all of them) is chosen enehthe selected plane
will carry the embedded object, by substitution threginal bit with
embedded bit.

The embedding process requires the original imggehe embedded
object(S) and the three parameters (color planeeliposition, bit
position) as input, the output of embedding pro@ssstego image (I),as
will be seen in the Algorithm 3.1 ,the block of LSBodification is
illustrated in Fig 3.2,This operation is once parfed .
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Algorithm 3.1 LSB modification

INPUT

| () //image's data

S () //block of embedded object
sz /I size of block
OUTPUT

I'(') /I data of stego image

Begin
Loop s=1to sz
I'(s).blue=I(s).blue And 254
I'(s).blue=I(s).blue OrS(s)
End Loop
End

[ ] [ ]

Source [ Stego image
Original byte

A 4

Bit to v
embed it@_' Substtution

Byte contain

Fig 3.2LSB insertion
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3.2.21lmage Preprocessing

Preprocessing algorithm, techniques and operaterssed to perform
initial processing that makes the primary data cda and analysis task
easier. In our system it represent opening theesueg image that will
be tested in the system as the input image. Thgamare saved as BMP
format that start out with header followed byegsence of byte .The
size of BMP header is 54 bytes and the data ofrttage is beginning
from 55 to the end of the image pixel. The impletadnmage is describe
as 24 bit per pixel, each pixel have three bamed,(Green, Blue)as
shown in fig 3.3, the detailed description of BMRgiven at appendix A,
Algorithm 3.2 search for the original image througle database folder
assuming it's already exist. And save it bitma@dat the next process.

Generally, Images came in different sizes and different Aspato;
therefore, we will scale the images into uniforesiEach image will be
scaled to power of two (i.e. 48*48) so to put imraform size, and for
both the suspectdd and the original imagk the algorithm 3.3 will be
applied.

The data at the BMP file is stored as reverse sespjeve can notice
them when viewing the BMP image it will appear frdme bottom of the
Image .So reordering the data to make it apprapriat processing.
Reordering the bitmap data is stated in Algorithh 3

8bits Red

8bits Green

- 24 bits per
8bits Blue
—_—> pixel BMP

Fig 3.3BMP Format
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Algorithm 3.2 Open BMP File

INPUT
| is the original imagd; is the suspected image.
OUTPUT
D () /lArray of one dimension of the bitmap data of thégDal image
D'() //Array of one dimension of the bitmap data of thef®cted image
Begin

Search For the original image in the database ped i

asl'.
For both | andl' do

Open, I' file for read

Readl, I' headers

Read the bitmap data bandI' asD andD' respectively
End

Algorithm 3.3 Resize the images

INPUT

Let image bé; with size i *w
OUTPUT
The scaled imagéd , with size h2*w?2
Begin
For each pixel (xy,)in I, do

Find the corresponding pixel (x1,y1)lipto have the value of
|2(X1,y1) pixel

X1=%*((Wi-1)/(w- 1))
Yi=y,*((h:-1)/ (- 1))
1 2(X2,Y2) =11(X1,Y1)
END
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Algorithm 3.4 image Reordering

INPUT
readimagewith size N*M
OUTPUT

reordered imagée

/Il the pixel consist of three colors(Blue, GreRead) (R,G,B)respectively]

one byte is allocated to each color plane
Begin
Fory=1toM
Forx=1to N
I(h-y+1,Xx).b=readimage(3 *x -2, y)
| (h-y+1,x).g=readimage(3*x-1,Y)
| (h-y+1,x).rreadimage(3 * x, y)
End

3.2.3 Feature Extraction and analysis Processes

Feature extraction refers to the process omifny a new set of
features from the original and suspected featuwresasd find a mapping
that reduces the dimensionality of pattern by etipa some numerical
measurements from raw input pattern. There is nib-deselop theory

feature extraction; most is application oriented.

The extraction of feature vector are derived frohe twavelet
transformation process, For each suspected agoharimage, theses
features are coefficients produced in this tramsédion and assumed to

be fixed, do not changed after several image psicg®peration.
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There are different types of wavelet transformaidepending on the

bases functions used

in the transformation,

in owork, Haar

transformation is used to implement wavelet tramsédgion. The Haar

bases vectors are :-Lowpas%'[u] ,Highpass %[1—1]

Low/ Low/
Low High Low/
High
High/ High/
Low High
High/ High/
Low High

High/ High/
High Low

Low/
High

High/ High/ Low/ Low/
Low High Low High

Fig 3.4 a. 2-D wavelet Transform, b. Tree presentatioB-bf wavelet Transform

Decompose a given image with 2-D wavelet transfotim 4 images,
as indicated in Fig 3.4 the image is divided inbarf subbands after

wavelet transform: horizontal, vertical, diagonalbsnages, and low

resolution subimages, which can be viewed as tré&eg3.3.b

The algorithm used for extracted feature vectstased bellow:-
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Algorithm 3.6 Wavelet Transformation

INPUT
image
OUTPUT
Feature Vector.
Begin
1. Convolve the lowpass filter with the rows and séve
results

. Convolve the lowpass filter with the columns of the
results from stepl and sub sample this result kinga
every other values; this give us the lowpass filnsion
of image.

. Convolve the result from stepl, the lowpass fillere
rows, with the highpass filter on the columns, sulysle
by taking every other value to produce the low-pass
highpass image.

. Convolve the original image with the highpass filo®

the rows and save the result.

. Convolve the result in step 4 with the lowpassfilbn

the columns; subsample to yield the highpass
lowpass version of the image.
. Convolve the columns from step 4 with highpasesiffilto
obtain highpass version of the image.
End.
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Now we find the Histogram, It is a simple graphttdisplays where
all of the brightness levels contained in the scaresfound, from the
darkest to the brightest. These values are arrayexss the bottom of the
graph from left (darkest) to right (brightest). T\ertical axis (the height
of points on the graph) shows how much of the imag®und at any
particular brightness level.

Then Apply "Probability Density function ", that fribute the data
using Probability density function as a way to imize the feature
vector in order to choose the best features thatired and important in

the work
Algorithm 3.7Histogram and PDF

INPUT
Subband imagke
OUTPUT
PDF () // minimized vector.

h-1w-1 _ _
> X His(I(x,y)) =His (I (x, ¥)) +1
y=0x=0

PDF (j) = (His (j)) ch His (i)

3.2.4 Discrimination Processes

After specifying the features vector by performiiegture extraction
and analysis, methods for comparing two featurefove need to be
determined. These methods are either to measudffagnces between
the two or measure the similaritfhese are the Statistical Tests as

mentioned previously in chapter two



Chapter Four
System Interfaces of the Proposed System
And Results

4.1 Introduction

This chapter will concern System Interfaces ef Broposed System
With discussion of the results produced by the psed system to
perform the operation of Steganalysis . Calculaiaf the results
mentioned in this chapter based on samples takemdrgroup of images
testing it with all options . The proposed systesnthecking the images
(deals with BMP image file format) if it containsSéego object or not.
4.2System I nterfaces

The steganalysis system was designed to deteeixtbeng of hidden
iImages in images (BMP image file format). Main d&ag is shown in
Fig 4.1

5 BEX]

Open images

Prerocessing and Feature Extraction and Analysis

Standard Statistical
Tests

Proposed
StaristicalTests

Fig 4.1 Main Diagram
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It represents The proposed system , thegdast is “Open images ”,
when fig (4.2) is appear to start processing ensihspected image and
searching for the original image , then the stagfgsreprocessing and
feature extraction and analysis, then choosing ribmcation Function
which is either standard test(4.8) , or propagatistics (4.11 and 4.12)

5 0y __J__Jﬂ‘

Search for the original
Image

Open suspected Image

&\ bmp &5 bmp

Next Exit

Fig 4.2 Open Images
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"Open suspected image" icon is referring to getghspected image to
start testing. Fig 4.3 shows the opening processy choose the
suspected image The image will appear in the ggasghown later in (Fig
4.5).

Open suspected Image Open Original Image

rOpen

Lok ir: ‘_} suspected iamges LJ & @ cf B

5

4 9 |} Bubbles
My Recent "_’»; Carved Stone
Documents | 3 Circles

@ :j. Houndstoath
- | music

Desktop 8] piretripe

:,j Setup
__j ,j Straw Mat
',j Tiles
by Documents | ‘3 Ui
S
J
L
My Computer
l} Flenane: 1978007 A Lo |
. :
My Network  Files of type: |“.me LJ ﬂj
Flaces [ [pen as read-only

Next Exit

Fig 4.3 Get Suspected Image
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Search for the Original image " icon is refer tars@ing for the original
Image assuming that it's within the image foldeg Bi4 shows the
opening process, Here Searching for the originalgenin the database,
the image will appear in the Fig(4.5).

B x

Oen cuspesiEd Tiags Search for the original

Image
Open @
[ ] Look in: | ) Onginals j L ﬁ '
| | Z)image+steqo
= |ja
MyRecent ] cHESs
] oci,lments . 3 ORIP
% %] ok
[+ samDv1
Desktop
fy Documents
.
e
My Compuiter
‘; ‘] File name: | j Open |
S
My Metwork  Files of bype: |". bmp j Cancel
Places
[ Open as read-only

Next Exit

Fig 4.4 Search for the original image
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Fﬁ WpETy ﬂﬂ'

. Search for the original
: Image

Open suspected Image

|E:'\H bt pboadl g atimnage+stego] |E:\Hiba\@J-hll 208 5ANDYT.BM

Next Exit

Fig 4.5 both of the suspected and the original
images are opened

The icon "Preprocessing and Feature extraction andlysis"
mentioned at (Fig4.1)is executing the steps of hm#processing and
Feature extraction and analysis, Which are :

Preprocessing includes" read bitmap of the imag®saling,
reordering. Feature extraction and analysis indudé&Vavelet
Transformation" as extraction method, that applyoth the original and
suspected images, which produce Feature vectoesetvectors are
minimized in order to choose the best features teguired and
important in the work in analysis step using Hisérg, Probability

density Function as mentioned at chapter three.
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The Icon

"Standard Statistical Tests" is a Disoration step, the

statistical test that were mentioned in chapter.tventhis window will

appear (Fig 4.6)

After specifying the features vector by performiiegture extraction

and analysis, methods for comparing two featurefove need to be

determined.

There are six statistical tests build in our depelbsystem. These test

if the images are normal or not as shown in (F&).4.

|EEL The Standard Tools

ME]

Standard Tools R G B
: 0.154513338285889 0.157386111111111 0.154513338285889
AD [Avarage Abszolute Diffrence ]
0 618055555555655 0631344444444444 0 618055555555655
MSE [Mean Sequare Emor]
: ) ) 973028.1404434.382 79412 0961538462 BE540 B0A5505E618
SHR [Signal-to-Moise Ratio]
: ) ) 215 761726466041 211.019710438776 215 761726466041
PSHNR [Peak Signal-to-Noise Ratio]
0.939139327367 365 0.939391934804678 0.939139327367 365
NCC [Nommalize Cross-Correlation]
229 427033920185 243 061 275546585

CAQ [Comnrelation Quality ]

Cancel

Fig4.6 Standard Statistical Tests

|24E.D?503??55959
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Now Choosing "Proposed Statistical Test,”, We tigvehere a
statistical test a higher order statistics Me¥ariance, Kurtosis,
Skewness that will be applied instead of the statedéols.

Now in Fig 4.7 a sketch of decomposed image usifigwavelet

decomposition, where we will check and test eacélla side.

If we show in (fig 4.7) press level one then itlvekecute the feature
vectors extracted in the first level only as shawfig 4.8), else pressing
level 2 then it will execute the feature vectorsrasted in the second

level show in (fig 4.12).

iﬁi Statistics [;JE@HE%@N

LL2 LH2

P

LevelZ | LH1

HL2 HH2

HL1 HH1

Fig 4.7 Choosing the Proposed Statistical Test
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||3 Statistics of The First Level E]

Level Quarter Mean Variance Kurtesis Skewness
Suspected 1 1 ‘0.8884888090?3' ‘1.9354838?098??£ ‘-1 (236448458182 ‘2.84038501 43300
2 ‘0.851 443275362 "I .8545454545454F ‘-1 B9FEFE08651 ‘4.2831 27303636
3 ‘0.8550?2483?88' “I 5545454545454 ‘-1 BYFEFE08ER12 ‘4.2823455231 E5I
1 ‘EI.B'I BY72222222 "I LFEF0034343205E ‘-2.054351 E5820= ‘5.45?33281 Akt
1 1 ‘D 888468805073 “I 9354838709677 ‘-1 236448458182 ‘2 840365014330
Original
9 2 ‘0.851 449275362 “I 5545454545454 ‘-1 BYFEFE08ER12 ‘4.2831 27908696
3 ‘D 8R5072463768 “I 8545454545454 ‘-1 BY7EYR08ER1Z ‘4 2623455231651
1 ‘D.B‘I Be72222222 “I FP7003484 32058 ‘-2.084351 ERg20= ‘8.48?33291 AT

Fig 4.8 The statistics on level 2

This window show us the Results tests betweenubpexted and the

original images that lies at level 2 of all the daes .
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4.3 Experimental Result

This part concerned with experimental result &amples of images
being tested (as discussed previously, severalamarte taken as shown
fig 4.9),where these images have different sizestgpe BMP with 24-
BPP.The test is done on BMP cover image and BMRyémas stego
object in the LSB modification And a text file ihg S-Tool . These BMP
are 24bits true color . Types of hiding were us&Bland S-Tool and
adding a simple noise.

Fig 4. 9 Set of images
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Table 4.1Standard Statistical Tests

| mage Tests
Duck +Duch1 - 0.1545

_
79412.0962
211.01971
229.4271
0.09375

0.09375 8.116319444444
44E-02

535296.3519 o
1422.4292
229.5789

246.07509

O
H

Duck+Duch?2 - 9.2014
M SE 9.20138888888
889E-02

246.2261

Sandy bell+ 0.00515
Sandy belll
M SE O 0205 0.02221 0.0178

:I 1210115 2760 1576468.843 2281166.9180
:I PSNR 6502 5333 6002.33843 7482.3670

O
H

0.999 0.9999 0.9999

(o] 00 ~| o) €]] I (O8] N = (@]

m 212.8974 195.2398 213.5197

Sandy bell+ AD 2.88391 0.00299 0.00311
Sandy bell2
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- 2 88391 o 00299 o 00311
8605264.1851 11710911 408} 13060798 gk35

0 99999 0.999999 0.999646712p9
79
212.9011 195 24367 213 5230

:I:I:I
:I = - 1 - | ° |
IS N LR L
:I

Drip+Dripl

5.486039 214 2329 152.75908
PSNR Division by zero Division by zerd Division by
zero

:Im 163 6459 144 9521 148 2131

Guitar+ Guitarl

Q Q

(0)] (€] I [08) N = (@] O 0 ~] (o)) I (O8] N = (@]
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- Mean

——Variance

—e—Skewness

6.26E-04 6.26E-04
6.24E-04 o 6.24E-04 B
6.22E-04 6.22E-04
6.20E-04 6.20E-04
6.18E-04 5 6.18E-04 v
6.16E-04 6.16E-04
6.14E-04 T T T 6.14E-04 T T T
1st Qtr 2nd Qtr 3rd Qtr 4th Qtr 1st Qtr 2nd Qtr 3rd Qtr 4th Qtr
1.27€-03 1.27E-03
1.27E-03 1.27E-03
1.26E-03 1.26E-03
1.26E-03
: 1.26E-03
——\Varaince
1.25E-03 \ 1.25E-03
1.25E-03 1.25E-03 ~
1.24E-03 1.24E-03
1.24E-03 . . T 1.24E-03 . . .
1stQtr 2nd Qtr 3rd Qtr  4th Qtr 1st Qtr 2nd Qtr 3rd Qtr 4th Qtr
5500000000 -4700000000 : :
5400000000 £ 4800000000 —1st 2nd _3rd _ 4th
Qtr Qtr Qtr Qtr
530 -4900000000
520 5000000000 |
510( 5100000000
5001 = 5200000000
4901 5300000000
4800000000 5400000000 =
4700000000 ‘ , ; w 5500000000
1stQtr 2ndQtr 3rdQtr 4th Qtr
3.35E+11 3.5E+11
3.3E+11
3.25EH1 RAEH] "
3.2E+11 3.3E+11
3.15E+11 3.2E+11
3AE+11 ‘
3.05E+11 £ 3B+
3EH —— SE+1 ——
2.95E+11 2.9E+11
2.9E+11
2.8E+11
2.85E+11
2 8E+11 : : | 2.7E+11 . . .

1st Qtr 2nd Qtr 3rd Qtr 4th Qtr

Suspected Imay

Fig 4.10 the order statistics

Original Imag

1st Qtr 2nd Qtr 3rd Qtr 4th Qtr
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1.80E-02

1.75E-02

1.70E-02

1.65E-02

1.60E-02

1.55E-02

3.90E-02
3.85E-02
3.80E-02
3.75E-02
3.70E-02
3.65E-02
3.60E-02
3.65E-02
3.50E-02
3.45E-02
3.40E-02
3.35E-02

N

N

T

1st Qtr 2nd Qtr 3rd Qtr 4th Qtr

~Variance

T

1st Qtr 2nd
Qtr

3rd
Qtr

4th
Qtr

0.005 st Qtr 2nd Qtr 3rd Qtr 4th Qtr-

0.01

€0.015

-0.02
0.025

—+ Kurtesis

0.03

0.035

-0.04
0.045

1.40E-01
1.20E-01
1.00E-01
8.00E-02
6.00E-02
4.00E-02
2.00E-02
0.00E+00

1st

Qtr Qtr

2nd  3rd

Qtr

dth
Qtr

1.80E-02

1.75E-02

N

S

1.70E-02

1.65E-02

—-—Mean

1.60E-02

1.65E-02

1st Qtr 2nd Qtr 3rd Qtr 4th Qtr

3.90E-02
3.85E-02
3.80E-02
3.75E-02
3.70E-02
3.65E-02
3.60E-02
3.65E-02
3.50E-02
3.45E-02
3.40E-02
3.35E-02

~Variance

T

1st Qtr 2nd

Qtr

3rd
Qtr

4th
Qtr

0.005 st Qtr 2nd Qtr 3rd Qtr 4th Qtr

T

0.01
20.015

-0.02

—+ Kurtesis

0.025

0.03
0.035

-0.04

0.045

1.40E-01
1.20E-01
1.00E-01
8.00E-02
6.00E-02
4.00E-02
2.00E-02
0.00E+00

Fig 4.11 Clean Image

1st
Qtr

2nd  3rd

Qtr

4th

Qtr  Qtr
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4.4 Discussion
In the first the system were tested with sevsaahples, the images

are Sandy bell that has a stego object using (I2B)gy bell2 has a
stego object using (Stool)),Duck with no hiddenomfiation, drip with
noise and some images with LSB, S-Tool ,clear ... EBahle 4.1 shows
the result of the comparisons of several images

In the first step table 4.1 represent theistteal tests (AD, MSE,
SNR, PSNR, NCC, CQ), these test are applied oeréifit stego objects
and the result are differ from image to image depen on the
Steganography algorithm that used on insertion ,cae notice the
differences

If we take the image Sandy belll at tablewiedl find

Sandy bell and Sandy bell=® R G B
AD 0.00515 0.0055 0.0044
M SE 0.0205 0.02221 0.0178
SNR 1210115.2760 1576468.8434 2281166.91780
PSNR 6502.5333 6002.33843 7482.3670
NCC 0.999 0.9999 0.9999
CQ 212.8974 195.2398 213.5197

if we take theGuitar and Guitarl the resulted of

Guitar and Guitarl = R G B
AD 0 10.2478
MSE 0 513.30425 0
SNR overflow overflow overflow

PSNR Division by zero  Division by zero Division by
zero
NCC 1 0.930604 1

CQ 163.6459 144.9521 148.2131
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Then the Figure 4.10 shows the order statisticsaie/ariance,
Kurtosis, Skewness) for the Image Sandy that haideh information
using LSB modification .You can notice the diffeces between those
two images. where the statistics is little diffdreand seems to be the

same but when you focus you can notice it.



Chapter Five

Conclusions and Future works

5.1 Conclusions

To produce a Steganographic attack system presents a challenge,
because there is much Steganography software. So, producing this
humble system to analyze hidden information in the suspected image
when the original image is available. We tried to analyze it without the
original image but | find it very difficult to implement because we did not
have any information about the original image to compare it with the
suspected.

The following are some concluded remarks of the system:-

1. Using statistical test is a good idea to detect the changing in image
when original imageis available.

2. In this System, It needs to save only the features vectors that need only
severa kilobytes per image.

3. Using wavelet features give better results than any other

transformation.

4. Some hiding technique hide the secret message without any change in
color pixel. So, the histogram of similarity and differences is not
effective for these techniques.
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5.2 FutureWorks

1. Try to use different image format (i.e. GIF, JPEG) instead of using
BMP file format.

2. Increase the ability of the system using Neural Network as a
classification method instead of statistical tests.

3. Extracting features using Independent component analysis (ICA).

4. Try to detect hidden information without the need of the original
image.
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The BMP file format

The BMP file format divides a graphics file intaufomajor parts, these are:
» Bitmap file Headethe bitmap file header is 14-bytes long and it fatted as :

UNIT bfType (holdet signature value 0x4D24, which
identifies the file as BMP)

DWORD bfSize (holds file size)

UNIT bfReserved (not usset, to zero)

UNIT bfReserved (not ussel, to zero)

WORD  bfOffcet (specifig offset, relative to the

beginning of the file, where the data
representing the bitmap itself)

» Bitmap Information headéhe bitmap information header contains important

information about the image .the windows formattfos header is:

DWORD biSize (hold theader length in bytes)
LONG biWidth (identifpé image width)

LONG biHight (identifire image Height)
WORD  biPlanes

WORD  biBitCount (identify numbof bit/pixel in the

image and thus the maximum number
color that the bitmap can contain)

DWORD biCompression (identify the coegsion scheme that
the bitmap employs. It will contain zero
if the bitmap uncompressed)

DWORD biSizelmage (set to zero torcompressed image,
else it holds size(in bytes)of the bits
representing the bitmap image for
compressed image )

LONG biXpelsperMeter

LONG biYpelsperMeter
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DWROD biClrUsed
DWORD  biClrimportant

» Palette:The color table specifies the color used in bitnidpe BMP file

comes in four color formats

1. 2-color one bit per pixel
2.16-color four bit per pixel
3. 256-color eight bit per pixel

4. 16.7million-color 24bits per pixel

The number of bits per pixel can be determined ftioenbiBitCount
shown above. In the 2-color, 16-color, 256-color Bkrmat, the color
table contains one entry for each color. Each esggcifies the intensities
of color’s red, green, and blue components arglof 24-bytes long as

shown below:

BYTE regBlue
BYTE regGreen
BYTE regRed
BYTE regReserved
Each color-table entry can specify rangeedy green, and blue values
from O to 255. True color BMP files do not contaoior table, because a
single color table with 16.7million entries of 4tbg each would require
64MB of storage space.
» Bitmap Bits:the bitmap bits are set of bits defining the imagige bitmap

itself. In the 2-color, 16-color, and 256-color BNB*mats, each entry in the
bitmap is an index to the color table. In 16.7mmtwlor bitmap, where

there is no color table, each bitmap entry diresphgcifies a color. These
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first 3-bytes in each 24-bit entry specify the pigelor and component, the
second specifies green component, and the thifgseblue.

The bitmap bits representing a single bt@red in left-to-right order,
the same way that the pixel they represent lin@mupghe screen. The first
row pixel data in bitmap responds to the bottom adwixel on the screen,
the second row corresponds to the row of pixel s@¢mm the bottom, and
on.

The size of one bitmap entry is determined by timalmer of bits per pixel as

shown in the following table:

Number Of Number Of bits Per

Colors Pixel Required
2 1
16 4 (1/2 byte)
256 8 (1 byte)

16.7million 24 (6 bytes)
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Popular Steganographic Tools
a. STool

Is one of the most versatile steganography toolh@fapplication tested.
Version 3.00 includes programs that process GIFBMME& images. Version
4.00 incorporates images and sounds file processtoga signal program.
In addition to support 24-bit images, S-Tool alswludes encryption
routines with options. 24-images provide good csvand processed
quickly in S-Tool 4.00.

b. HIP(HideIn Picture)

HIP is a programs that allows users to hide fileside bitmaps. The
pictures look like normal , but in fact there isiste data stored in them
HIP hides file inside the picture by placing thts lof the file in the LSB of
each byte in the picture. The difference betweendiego image and the
original images is at most 1 , so it is very diiic, if not impossible, for the
human eye to identify any different from the orajipicture.

With 256 color pictures, the process is a littlerenoomplicated, because
the bytes do not represent color intensities, mities in the palette (a
sequence of at most 256 different colors). HIP sksahe nearest color in
the palette containing the appropriate LSB.

c. Hideand Seek

Hide and Seek creates stego-images with diffepesperties depending
upon the version applied.

This program takes data, usually text, and hitdesa GIF file. The data
is hidden away where it will be hard to detect. ey it works is it uses
the LSB of each pixel to hide characters, 8 pixet pharacters, it uses
dispersion to spread the data(and the picture tgudilgression) out a bit

through out the GIF in a pseudo random fashion.
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d. HidedPGP

Hide4PGP uses 8-bit and 24-bit BMP images as rcawages and
provides a number of options for selecting hoe &bit are handled or
what bit leaves the data is hidden. The defaultag® area for hidden
information is in the LSB of 8-bit images in therth LSB(forth bit from
the right) in 24 bit images.

e. EzStego, Stego on-line
the approach is taken by EzStego to hide infonatnay introduce
enough visible noise suspicion. However , if aieans carefully selected,
then the embedded information may take some piygingveal itself.
f. Jsteg-Jpeg
Jsteg is a publicly available steganographic teokten by Derek
Upham. The tool has to be patched onto the fouuthlip release of the
Independent JPEG Group's free JPEG software . gstégrms the wide-
spread least significant bit (LSB) embedding tegbai Installed in the
JPEG encoder Jsteg overwrites the LSBs of (qual)tidescrete cosine
transform (DCT) coefficients with message bitstedgoes not only omit
DCT coefficients equal to O but also omits DCT ¢woednts equal to
1[RT] .

g. Mendelsteg
This tool does not manipulate any preexisting coweages but
generates Mandelbrot fractal graphics as coverg@amnafor hidden
messages. Depending upon the parameter , the imaagesary in color

and size.
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