Abstract

The problem of handwritten recognition considered to be very important
problem because of its numerous applications and theoretical values in the
domain of pattern recognition.

In this research, models of Neural Networks are used to recognize written
characters, applying Artificial Neural Network (ANN) of three types, which
are: - Kohenen All Classes in One Network (ACON), Kohenen One Class
in One Network(OCON), and Learning Vector Quantization (LVQ).

The feature extraction process made use of Haar Wavelet Transformation to
extract the parametric features of the handwritten characters.

Also Geometrical features were also used to extract features (Moment and
Complex Moment).

The system was implemented using Visual Basic Language, database of 130
persons was established, 70 samples from the database were used for
training, and the all 130 samples were used for testing the system. The
efficiency of the system was tested using the Recognition Rate.

The results show that the wavelet transformation with both Kohenen
Learning Vector Quantization and Kohenen One Class One Network

(OCON) achieves the highest recognition rate in which it scores 94%.
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Appendix A

BMP File Format

The BMP file format divides the a graphical fileanfour major parts,
these are:

1. Bitmap File Header: the bitmap file header is 14-bytes long and is
formatted as follow:

UNIT bfType ( holds the isadure valueOxd42,which
Idiéynthe file as BMP )

DWORD bfSize (holds the fileey

UNIT bfReserved (Not used)

UNIT bfReserved (Not used)

DWORD bfOffBits (specify the offseelative to the beginning

tok file, where the data representing the
trbap itself begins )

2. Bitmap Information Header: this part contains the bitmap

important information about the image ,the widowsrfat for this

header is :
DWORD biSize (holds the tiealength in bytes)
LONG biwidth ( identifyeénmage width)

LONG biheight ( identifiye image height)
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WORD biBitCount

DWORD biCompression

DWORD biSizelmage

LONG biXPelsPerMeter
LONG biYPelsPerMeter
DWORD biCIRImportant

BMP FHermat

( identify theimber of bits/pixel in the
image and thus the maximum number
of colors that the bitmap can contain)

(identify the congmien scheme that
the bitmap employs)

(set to zero focompressed image,else
it holds the size (in bytes) of the bit
representing the bitmap image for the

compressed image)

3. Palette (Color table containing RGB triple structure): the colors

tables specify the colors used in the bitmap .thmdp. The

bitmap files comes in four color formats:

1- 2-color
2- 16 - color
3- 256 - color

4- 16.7million-color

one-pér pixel

fourtpier pixel

eight-pér pixel
24-bits pexpl

4. bitmap bits: the bitmap bits is the set of bits defines thegena

the bitmap itself. In the 2-color,16-color,and 2&fler bitmap

format, each entry in the bitmap is an index todbkr table. in the

16.7 million-color bitmap ,where there is no cdiable, each bitmap

entry directly specify a color ,the first 3-bytes @ach 24 bit entry

specify the pixel colors red component ,the secpetify the green

component, the third specify the blue component.



Chapter 4

Results and Discussion

This chapter is concerned with discussion of tlseilte produced by the
designed system to perform the operation of hartthmrirecognition

system for English characters. Calculations of id®ults mentioned in
this chapter were based on samples taken from @#pgvb persons who
has been chosen to write some patterns of Endhiatacters.

The language used to program the training and rezing software was

Visual Basic 6.0.

4.1 Database Description

The total samples used in this thesis gathered fr@dndifferent persons,
each person where asked to write the 26 charactéreir capital and
small cases on a white paper, after that, papems seanned and saved as

bitmap 24 colored images.

These samples were used for both training andchtesti the system, 70
samples where used from the 130 sample in theiritaiorocess of the
constructed neural network of this system, and 20l samples were used

in the testing of this system.

Two databases were created from these images, aneapital case
character and one for small case, each database thble of records

which contains character instances from letter &eti®r z in the small
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case database, and from letter A to letter Z incdyaital case database

each records contains the following fields :-

1- Character name :- What is this character(a, b, c,...)
2- Image number :- The number of the stored image Eamp

3- Character image:-Character image of size 64*64.

Data entered to the database by using softwargrksssifor this purpose.
This software reads the images that contains treracker samples,
perform the required preprocessing steps and sdgthencharacter
sequence in each image into individual charactebsimage and store
the sub- image in the character image field , &ed stores the image file
number in the image number field and what charasttre one stored in
the character image field (i.e. name of charadtethe character name
filed.

After constructing the database that contains treracter samples, the

system will be prepared to train the neural netwarkhe this database.

4.2 System Training Process

After finishing the database constructibleural Network training
process will begin by using part of the samplesthe constructed
database to produce neural network weights thdt lveilused by the
system for the recognition process of the inputdariten characters in
the test phase, 70 samples were used in the tegtogess. Fig 4.1

illustrates simple view of the training process.
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Input
Database Samp'es ini
Software

Training

Weights
Coefficients

Weights
File

Fig (4.1) Training Process

A set of samples stored in the database deliverdtetneural network for

training. the weights of the neural net is firgtialized and then will be

updated in the training process by using the tnginialgorithms

mentioned in the previous chapter, at the end trieing process will

stopped when there is no large changes in the yaluthe weights.

Weights saved into a file to use in the testingcpdure.

The training software interface shown bellow:-

im,. Training Neural Network

Handwrritten R

Training Software Handwiitten R ecognition System

I Meural Met

| Feature Extraction

=

Locate Character Database

Wwheight linitialization

Feature Extraction

Start Training

Fig 4.2 Training Software Interface

Y
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First, we specify the Neural Network type to trasishown (Fig 4.3):-

i, Training Neural Network Handwnitten Recognition e X

Training Software Handwritten Recogntion 5 pstem

a

k.ohenen COM
k.ohenen ACOK
LW(

Locate Character D atabase

Weight [irfialization

Feature E straction ‘

Start Traiving ‘

Fig 4.3 Specify the Neural Network Type

\At
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Then we specify the Feature Extraction method ®inghe training as
shown (Fig 4.4):-

. Training Neural Hetwork “n, § X

Training Software Handwritten Recognition System

Newral Het _'J

Comples Moment
i avelet Level 1

Wavelet Level 2
Wavelet Level 3

Wwieight linitialization

Feature Extrachion ‘

Start Training ‘

Fig 4.4 Specify Feature Extraction method Type

Yy
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Then we locate the database through the browsindow as shown(Fig
4.5):-

i Training Neural Network ilion System EI

Trining Software Handitzn Recagniion System

Newral Net j
Feature Extraction j
|@ Deskiop j & 5-5'-'-:-: ﬁ?v
A My Dacuments It
== Mty Camnputer I Mew Folder
ol My Netwark Places 12 aphall y90
11 final paject.dr sattar ﬁﬁ Shartcut to |Catch V1) PC Camera
11 flash content
|1 lash cantent 123
| GEN LISB Scanner
| |HAIDER
| haider?
r-.-1_l,llI:Z;:|r|:|1:|].1ter -
. File rame; [ j Hpen
Flesofype. " - Cancel
1™ Open as ieadariy
- i
Fig 4.5 Locate the Database

A&
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Then we initialize the weights to begin the tragias shown in (Fig
4.6):-

W, Training Neural Network Handwritten Recognition System

TR

Feature Extraction |

—
—

Fig 4.6 Initialize the Weights

Yo
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Next, we start the feature extraction process awshn (Fig4.7):-

. Training Neural Network Handwmitten Recogmition Spstem

Verdhe ¥

Feature Extraction |

—
S

Fig 4.7 Initialize the Weights

A
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Then we start the training process as shown in4RBy-

i, Traiming Heural Hetwork

Handwrritten Reco x|

Training Software HandWwritten Recognition System

I Meural Met j

I Feature Extraction j

Locate Character D atabaze

YWieight linitialization

Feature Extraction

Start Training

Fig 4.7 Start Training

4.3 System Testing Process

in the testing process, database that containshieacter samples where
all used to test the performance of the systenmagawo main points :-

» Feature extraction techniques.

* Neural network types and architectures.
In addition, several study cases where taken tcsureahe performance
of this system against different input styles.

Fig 4.9 shows the Handwritten Recognition systeti@rface:-

Yy
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HandwnllenHec@mhmﬁpﬂﬂﬁi E

=18l

Recognized Text Area

Image View Area

b2
A »
‘v‘lewlmage Recognize
Text

Characters Count

Fiow Counts

Select Neural Met Ll I Select Feature set j

Fig 4.9 Handwritten Recognition
Svstems

First, we specify the Neural Network Type from fis of Neural nets
supported by the system as shown in fig(4.9):-

YA
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Handwnitten Recognition Spstem

Fig 4.10 Specify the Neural Network Type

vAa
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Next, as shown in fig (4.10) the Feature extractrmthod supported by

the system:-

Handwritten Recognition System 8] x|

Al M
: Recoanize
Yiew Image Tot

Characters Count

Riow Counts

Select Meural Net j

LCamplex Mament
Wfavelet Level 1
Wfavelet Level 2
Wfavelet Level 3

Fig 4.11 specify the Featur e Extraction method

Then the image that contains the text to be reeegihviewed by locating

the image through the browsing window:-
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Luqkm |@Desktop ﬂ e ﬁs'

iy by Diocuments _lnt

A0y Computer I Mew Folde

{2F My Network Places 1 a0

| final poject_dr sattar Qf Shorteut b [Cateh [W1] PC Camera
flash content

|1 flash content 123

BEN USE Scanner

HAIDER

] haider?

H H t.' 1]

Fil et j Open

Fles af type: “ bp Cancel

EH

I|- (pen as read-arly

Recogrize [
Yiew Image T

(haracters Count

Row Caunts

Select Neural Met j |Eum|:||ex Moment :I

Fig 4.12 Image View

Finally, the text extracted from the image as shawiig (4.9):-

AN
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Al vl

& Handwnitten He!:n.gmltin.n Spstem rrl
| ][ #BCOEFGHIKLINDPERSTUVWKTZ

Fig 4.13 Text Generation
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In addition, as shown in tables (4.1), (4.2), (4tB¥ recognition rate are
calculated for the developed methods of featureaetibn techniques
with neural network types used in this system.

The recognition rate calculated by the equation:-

N
Recognition Rate=V*100% where N= number of correctly

recognized characters, M= total number of character

Table 4.1 Recognition Rate against Moment Technique and Neural Network Architectures

Typeof NN Moment Wavelet With Moment
Kohenen OCON 71.34% 71.98%
Kohenen ACON 33.14% 32.53%
LVQ 70.02% 71.34%

The results in table (4.1) shows the comparisonth& calculated
recognition rate of moments and moments with wavieensformation
against neural network types designed in this shesiwhich Kohenen
with OCON architecture scores high recognition sat&h moments and
its performance increases when we combine Wawvaesformation with
Moment, this combination also increases the rec¢mgnirate of LVQ
neural net. also we notice that Kohenen with ACONh#ecture
generally failed in recognition process with botlerikent and combined

Moment and Wavelet Approach.

Table 4.2 Recognition Rate against Complex Moment Technique and Neural Network
Architectures

Complex M oment Wavelet with Complex Moment
Kohenen OCON 73.87% 74.66%
Kohenen ACON 23.05% 23.33%
LVQ 73.16% 74.25%

AY
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Table 4.2 shows the comparison of the calculatedgmition rate of
complex moments and complex moment with wavelebsfiamation
against neural network types designed in this sh&cognition rates are
at highest levels with Kohenen OCON and LVQ NeuWxak, and the
combined complex moment and wavelet transformatepproach
increases the recognition rates in these two aciites. Kohenen
ACON also shows very low recognition rates with ttveo feature

extraction techniques.

Table 4.3 Recognition Rate against Wavelet Transformation Techniques and
Neural Network Architectures

Wavelet 1 | Wavelet 2 | Wavelet 3
K ohenen OCON 84.37% 94.07% 89.36%
Kohenen ACON 34.43% 33.89% 31.77%
LVQ 85.55% 93.52% 88.69%

Table (4.3) shows the comparison of the calcula&sdgnition rate of
wavelet transformation feature sets (LL subbandeach of the three
levels of resolution of wavelet transformationyaegt neural network
types designed in this thesis, Kohenen OCON and NéQral Net have
the best performance with wavelet transformatiorfeasure extraction
technique, we also notice that coefficient of waveltransformation in
the second level of resolution scores the highesignition rates among

other levels of resolution.

Study cases is also taken in our test process &sune the performance
of the constructed system against different facttre factors that is
studied in this thesis iage andsex, where 4 samples where taken from

four different persons, the first two samples weken from two women,

At



Chapter Four

Results and Discussion

One is 24 years old; the other is 42 years old.dther ample taken

From two men, one is 22 years old, the other sample 45 years old.

In the sex factor, table (4.4) and (4.5) shows rmognition rate for

males and females taken as study cases:-

Table 4.4 Recognition rate for Females

Complex
M oment
_ Complex moment | Wavelet | Wavelet | Wavelet
M oment with

moment with level 1 level2 level3

wavelet

wavelet
Kohenen
84.61 88.46 92.30 94.23 96.15 100 96.15
ACON
LVQ 84.61 86.53 94.30 96.15 100 100 92.30
Table 4.5 Recognition rate for Males
Complex
M oment
_ Complex | moment | Wavelet | Wavelet | Wavelet
M oment with

moment with level 1 level2 level3

wavelet

wavelet
Kohenen
84.61 84.61 94.23 96.15 100 100 96.15
ACON

LVQ 84.61 88.46 92.30 92.30 98.05 98.05 96.15

The recognition rates are similar between malesfaméales in all feature

extraction techniques and neural network architestu

Ao
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Table (4.6) and (4.7) shows the recognition ratethe two case studies

of persons at different ages.

Table 4.6Recognition rate for 22 yearsold persons

Complex
Moment
_ Complex | moment | Wavelet | Wavelet | Wavelet
Moment with .
moment with level 1 level2 level3
wavel et
wavelet
Kohenen
85.57 86.53 87.50 88.46 96.15 99.93 94.23
OCON
LVQ 84.61 85.57 88.46 90.38 98.07 100 96.15
Table 4.7 Recognition rate for 45 yearsold persons
Complex
Moment
. Complex | moment | Wavelet | Wavelet | Wavelet
Moment with .
moment with level 1 level2 level3
wavelet
wavelet
Kohenen
86.53 87.50 88.46 88.46 98.07 100 96.15
OCON
LVQ 87.50 88.46 92.30 94.23 100 100 96.15

The recognition rates are similar in all featurérastion techniques and

neural network architectures.

A1




Chapter Four Results and Discussion

In fig (4.14), samples taken from the databasetatos the small letters

written by a person.

Zhbcd (///7 h ( / K / m o 0p 7

rstluywxy s
S UV wx //Z

(A)
; 5 g [ \
N ?) 7} ; - : /
(B)
: e
X | — ul i A
! e \U
(@)

cbcdeY §4h/5Kk Lmpof7rs
Eoe v WX T2

(D)

Fig 4.14 Database Samples

AY
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This sample contains an obvious variation in théiwg of characters.

The general shape of character itself changes(edters f, | , g ,p),also
the bending degree of the writing style in eachgarand for each letter.

These samples are some of the samples that m@grieed some of

there letters by the system.

See in Fig 4.15, some English characters are tbtatd scaled versions

of other characters.

- % ¢
AV
-
r—*= >
N/ /
) W A
& 3
!>
¥ )
Fig 4.15

The Characters” “O”, “x” “X”, “s” “S”, we notice tht the capital cases of
these characters are scaled versions of the sraa#is¢ although the
system succeeds in recognition of those charaetgh®ut missing the

case of these characters.

AA
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Characters like “N” “Z”, we notice “Z” is a rotategkersion of “N”, also
characters like “p” “b”, and “b” “d” have such alevior, and the system

succeeded in recognition of these characters.

Some problems raises in the early steps of thesyahd causes mistakes
in recognition, Fig (4.16) shows some charactergeha problem of
disconnected edges; it may caused by the writer,daring the
thresholding process.

Character “B” for example, will be presented te tleature process as
two separated characters, and the same thing apjpén to the characters
“D”, "E”, and “K”, so characters with such casesllwiot be recognized

correctly.

/
R
/ﬂ)

Fig 4.16

A4



Chapter Five

Conclusions and Future Work

5.1 Conclusions

1- The recognition rate outlined in the previous chapter indicates that

Kohenen Neural Network OCON architecture and LV Q scores the
highest recognition rate with all feature sets presented to this
model.

The weakness of the ACON neura network in term of recognition
rate, is due to the overlapping of the clusters centers between the
characters in the feature space, this makes the neural net miss
recognize most of the characters, but in LVQ an OCON nets, the
required separation is provided between the clusters, so the
recognition rate rise up into the excepted level.

Results shows that wavelet transformation coefficients gives better
recognition rates in comparison with other features extraction
techniques, and the second level of resolution in wavelet
transformation gives the best description to characters image and



Chapter Five Conclusion And Future Work

thus gives the highest recognition rates among all feature extraction
techniques used in thisthesis.

4- Wavelet transformation enhance the recognition rates with small
amount when combined with geometrical features like moments
and complex moment, this because the description level of
moments and complex moments overcome the description

provided by wavelet transformation.

5- Expansion of the database will increase the recognition rate with
kohenen OCON Neural Network, as we can see in fig (5.1); the

recognition rate isincreasing as the number of samplesincreases.

Recognition

Rate
1004

407
80
70 _

60|
50 _|
40_]

30 | .
20

10

I [ I I I I |
10 20 30040 50 60 0

Number of samples

Fig 5.1 Number of training samples against recognition rate for
OCON kohenen neural network

1)
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Some of the characters were written by different persons contains high
differencein their general shape. This considered a drawback for the
recognition rate, and it will be minimized if the number of training
sample increases.

Fig (5.2) shows the increase of recognition rate as the number of samples

increases for LVQ Neura Network.

Recognition
Rate
1004

507
50
70 _

&0

S0
40 _|

30

20 _

10

I I | I I I I
10 20 30 40 50 60 0

Number of samples

Fig 5.2 Number of training samples against recognition rate LVQ
neural network

6- The recognition rate is not affected by the age or gender of the
person.

ay
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5.2 FutureWork

1.

Using Wavelet transformation as feature extraction techniques
with other geometrical features may increases the recognition
rate to expectable level.

Investigate other Neural Network architectures in the system to
observe the recognition rate it may presented with these
architecture.

Using other types of wavelet transformation like Symiet,
Coiflet, and Biorthogonal .

Using Genetic algorithms to select the best feature set that

describes the inputs to the system.

qy
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Chapter One

| ntroduction to Character Recognition

1.1 Overview

Character recognition problem is widelyudséd in pattern
recognition field for the last decades becauseoti It theoretical value
in pattern recognition and its numerous applicatide:- automatic
processing of post addresses in mail letters, aationmoney amounts
determination in bank checks, processing and amgyaf handwritten

documents[Mac96].

One of the most common divisions between charaoteopgnition
systems lies whether the recognizer focusedhandwritten text or
machine printed text. Recognition system of handwritten text can be
further classified into two main classes dependinghe way recognition
system acquire data that aogetdine recognition system in which data is
presented to the system as a sequence of cooslipate, t), where t is
time. Off line recognition system where data is presented to the system as

a bitmap image typically from a scanner [Mac96].

On the other hand, character recognition system loa classified

according to the recognition level, in which themee two general
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approaches, the first approach involves segmenthng text into
individual characters and recognizing each charaséparately. The
second approach involves segmenting the text imtmsvand recognizing
each word as a complete entity using some glolzlfes of the word

and using the semantic roles of the language [Gad00

In general, pattern recognition systems have géms¢yke of work and
have common phases in order to perform its reqyobkdIn this thesis,
we will discuss handwritten character recognitigistems in specific
way; although we will mentions some of its featuras pattern
recognition system features in general since haittéwr character

recognition systems is pattern recognition systethe origin.

1.2 Problem Definition

The advances in the field of handwritingentfication and
recognition result from a better understanding bé tfundamental
biophysical and psychophysical processes involvedhandwriting
generation, and the application of this knowledgevarious types of
specific systems. From the view point of biophysacsl psychophysics,
handwriting can be represented as the output gbamestime variant
system equivalent to the writer, where the inputaidearned motor
program, and described by the curve-linear dispiece, the angular
displacement, and the torsion of the trajectoryoetiag to the intrinsic
properties of curves, certain neurons within thairbrfire with a
predetermined intensity and duration, and this @emtwork activate the
proper muscles in a predetermined order. The matiggen on the paper
resulting from muscle contraction and relaxaticewks a partial trace of

the trajectory of the pen tip. How the motor pragria constructed, used
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and influenced by other biophysical and psychojaysnechanisms is
still an open question, but the design of a harnttvgriidentification or
recognition system is based on the fact that pedgleot write according
to a standard penmanship, and the deviation framtrm is individual
dependent[Bed98].

Handwritten character recognition proves to belehging problem due
to the large variance the data may exhibit, noy tmére are changes and
distortions from one writer to another, but evendamples produced by

the same writer [Bed03].

Researches on recognition of handwritten charaeeognition have
made impressive progress and many systems have deearloped,

however there is still a significant performance g&tween handwritten
and machine printed character recognition systeRed(3]. Machine

printed characters are uniform in size, positiod @rich for any given

font. In contrast, handwritten characters are noifeum; they can be
written in many different styles and sizes by d#éf& writers and by the
same writer. Therefore, the reading of machinetedmwriting is a much
simpler task than reading hand-printed writing amés been
accomplished and marketed with considerable sud&s989]. In fact,

several companies have produced low-cost softweriecan, when used
with scanners, read in documents of several fdthbsvever, in spite of
many years of research, optical readers that camgreze handwritten
materials at a satisfactory rate are rare. Evéhey exist, they typically
can read only hand-printed digits that must beblegand consistently
placed [Sin99].

Another issue arises in the context of handwriteext is that of both

word and character segmentation, determinatiom@fitord boundaries,
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and which strokes are grouped together to form axter. therefore
researchers gives three major categories into widchcursive text may
be grouped from a segmentation point of view [M3c96
1. Box mode: - characters are written in predefinexelso
2. Ruled mode: - characters and words are written prealefined
lines.
3. Unruled mode: - characters and words may be wrétgnwhere on
the input surface and may also slope arbitrary.
In box mode, segmentation is trivial. In ruled aodruled mode,
segmentation problem could turn out to be veryiaiff. Therefore
segmentation should not be under estimated. Inctosegmentation will
lead to poor recognition and affects the perfornsasfahe overall system
[Mac96].

1.3 Literature Survey

Many techniques have been presentedeindbent decades in the
domain of handwritten recognition in the way of geag best
performance for a problem that been proved to tieadienging one ,and
of course it's impossible to explore all the apphas to this problem ,but
there is some interesting ones that score highgreton rates and
adapted new techniques that proved it's abilitiesther fields and other
problems of the same field of pattern recognition.

The approaches presented to character recognittmegs focuses on two

phases or sub-processes within character recograyistem, that is:-

1. Feature extraction.

2. Character recognizer.
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For each of the phases above, many techniques lbe®ere presented to
improve the overall performance of the system adeshigh recognition
rates, and because of that, each phase has besidered as research

field of its own.

In the next sections of this chapter we will exaengach of these phases
and some abstract overview for some of the teclesiguesented for each

phase.

1.3.1 Feature Extraction

Object recognition is generally perfornad either the raw image
in the image plane or on the feature representatitime feature space. In
the earlier case, known the low level image recogmi the system learns
and recognizes an object according to the infoonagiven by all the
pixels in the image plane. In an NxN image plahe,dbject is described
by an image vector which consists mf pixel values. The size of the
Image vector increases as the resolution of thecbbmage increases
[Cha95].

One of the drawbacks of this approach is a hugessnonality which

depends the computational burden of the systemet@r, the image
vector of the shifted object image may be quitéed#nt from the original

one. On the other hand, not all the pixels of thged image reveal
crucial information of the object characteristiesd there is a large
redundancy in the image vector [Cha95].
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The feature-based recognition uses only the infoomathat best

characterizes the object. It extracts the importafdrmation conveyed

by some pixels and processes it to obtain the feagpresentation. The
object in the image plane is then representedsiedture vector in the
feature space. In this case, the learning andeib@gnition is done in the
feature space. Dimensionality of the input vectogieatly reduced, and
the recognition can be invariant to some imagesfamations, such as
image translation, rotation, and scaling, if the object features are

properly selected [Cha95].

Many methods have been introduced to extract feafugenerally it

could be classified into two main categories:

1. Geometrical features: - those features that aextlyrextracted
from the image (spatial domain). Many techniquegehbeen
introduced in this category that describes the shap the

pattern.

2. Transformation features: - those features thaeamected after
a transformation is made to map the image from gpatial
domain into another domain.
Most Researchers presentations in this field fadl those two groups.

In the next sections we will explore some of theissented approaches.
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1.3.2 Geometrical Features

[Mac95] proposed the use ehdpoints, intersection points and
loops found in characters as features, this fairly smallection
gives a good recognition results, although all ¢hdeatures
assumed to be extracted from a skeletonized bitrtiegp,main
drawback of this approach is that it highly depegdin the spatial
resolution of the image, in case of a disconnecisrfiound in

character edge wrong recognition will happen fog tiharacter.

[Cha95] used theangle sequence and vector contour
representatioras feature extraction technique. Angle sequence
contains detailed local information of the objebfge, since it
records the orientation relationships between adjbdoundary
pixel pairs.On the other hand, the vector contour represemtatio
developed provides global information of the objsicapel ocal
change of orientation affects slightly the vectoontour
representation of an object. Thus, the angle seguisrsensitive to
local changes, and that will make the vector caurdéso
Inadequate since it is a consequence computati@ae ron angle

sequence.

[SIin99] presented two types of feature extractiechhiques and
compare them with raw date presented to the classthese are
meshbased feature anddirectional distance distribution feature.
Strengths of mesh features include its simplicitpd aits
generalization power. But theverall feature did not improve

recognition rates beyond that of the non-featusefalassifier. In
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the other hand directional distance distributioatdee has been
chosen for its generalization power and also fosimplicity. The
computation time of the extraction algorithm isatelely short
since its dominant operations are integer compargsa addition;
it also has, in fact, proved to increase recognitesults in system

especially when compared with non feature clagsifie

 [Cov00] performed on-line recognition of Thai alpke#cal
characters by using geometrical feature; infornmagatracted for
each written character is encoded and gatheredseueral groups

such as character’s width/height ratio and directi@ode.

« [Bel02] made an approach for recognition of theidndBangla
handwritten numerals in presenting a new technaglied water
overflow from the reservoir, Reservoir concept was used both for
touching numeral segmentation and isolated nunregnition

resulting a good recognition rate for this languelgaracters.

» [Red03] proposed an approach for feature extraatimmedbar
Mask encoding method bar mask used in the experiment is similar
to the seven segment alpha numeric dismad in the familiar
to digital or electronic watches, althbubis approach suffer from

the problem of rotation and bending cdrelcters.

» [Cha03] usedeven moment invariance as geometrical features in
developing an OCR machine, the characteristics oment’s
invariant and the results of this research seenie tpromising to

be used for handwritten characters recognition,icmgt that
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[Cha03] uses alséourier transformation as feature extraction

method for achieving of such promising results.

1.3.3 Transformation Features

[Cha95] used oFourier transformation to generate feature set
from Fourier coefficients and points to the powerfu
characteristics of Fourier transformation of beingariant to
image rotation and translation, it's main disadagatis the
neglecting of all spatial features and depends Ihigin

frequency features.

[Mac95] Notice the absence of spatial charactessti Fourier
descriptor, and present&abor transformation as feature
extraction method that overcome the problem of eour
transform mentioned above and pointing to the wetvel
transformation as a promising technique for conmygnspatial
and frequency details to produce an efficient fesaget.

[Bed98] use wavelet packet transformation apprcaudh refer
to the time-frequency localization and compresspability of
wavelet packet transform using best-basis algorithosed for
feature extraction, enhancing the accuracy of neitiog at

pixel level.
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1.3.4 Character Classification

In general term, classification is theoqass of assigning each
object, from set of objects, to one of a set ofssds, in pattern
recognition, the object is a pattern extracted frima image, and the
classes are various categories occurring in thgemtne pattern in this
step of processing not usually a set of points, ibig a set of numerical

features formed by feature extraction process[Nib86

There are different models of classification systdm main two models
are statistical, and artificial neural network [Ven93]. Since most of
neural networks approaches are based on statistiegthod, the

concentration will be on statistical and neuralvoek classifiers.

There are different types of neural network, sorh¢hese types have
been applied to the problem of handwritten characteognition and
some of these researches score high recognitien[&atb01], and the
tests shows that the recognition rate has beereased and the overall
performance has been enhanced in comparison whiér gecognition

techniques.

1.3.5 Statistical Classification

« [Day95] constructed a mixture tdcally linear generative models
of a collection of pixel-based images of digitsdarsed them for
recognition. Different models of a given digit areed to capture
different styles of writing, and new images aressiied by

evaluating their likelihoods under each model. [@&yused an



Chapter One I ntroduction to Character Recognition

EM-based algorithm in which the M-step is computadilly
straightforwardprincipal components analysis (PCA).

[Bel02] useda binary tree classifier for the numeral recognitign
building the tree was made in the training phasaéhll generate a
binary tree where a leaf node of the tree may cont@ to 3
numerals. Next, he counts on more specific feataredentify

numerals of different leaf nodes.

[HsiO3] made a comparison between techniques disttal
classification and Neural Network classificatiomns hesults shows
that the overall performance of the character retmyn system
increased in the domain of recognition rate andedp®f

recognition.

1.3.6 Neural Network Classification

[Ver00] presented a description of an implementestesn for the
recognition of printed and handwritten postal addes, based on
Artificial Neural Networks (ANNs). Two classificatn methods
were compared for the task of character and addezsg)nition.
[Ver97] compared two neural network techniques, sudag
recognition rate and accuracy. feed forward, maitered neural
network withError Back propagation (EBP) algorithm were used
for training the neural network, The presented ltesiclearly
indicated that the back propagation ANN was thet bes

classification method for the task.

AR
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[Cov00] used the classification method oback-propagation
neural network for classifying on-line Tahi characters, and shows
that recognition rate is satisfactory in comparingth other
systems working with the same language, reliabrbite indicates
that the overall accuracy of recognition tends painistically

increased in this technique.

[Red03]proposed an approach that combines the unsuperarsed
supervised learning techniques for unconstraineddwatten
numeral recognition. This approach uses Wehonen self-
organizing neural network for data classification in the first stage
and thelearning vector quantization (LVQ) model in the second
stage to improve classification accuracy, showimat supervised
Neural Network perform better than unsupervisetreyes.
[Sab01] applied Neural Network approach as a dlassfor
character recognition problem, and uses back paipagNeural
network model in different Network architecturesede are All
Classes One NetworkACON) and One Class One Network
(OCON), and compared the results between these archiscind
show that using one network for each class hasibeérformance

and scores high recognition rate.

[Cha03] proposed a simpi®ting scheme for off-line recognition
of hand printed numerals. One of the main feataféke proposed
scheme is that this isot script dependent. Another interesting
feature is that it is sufficiently fast for realdi applications. In
contrast to the usual practices, presented andesttioe efficiency

of a majority voting approach when all the clags#iinvolved are

'Y
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multilayer perceptrons MLP of different sizes, on wavelet

transforms at different resolution levels.

1.3.7 Combined Approaches

[Par97] explored and tested handwritten digit rexdtogn with the
multilayer Perceptron and theFuzzy ARTMAP, and compared the
performance of these two neural networks. [Par@v} that they
yield similar recognition rates, but Fuzzy ARTMARalning
process is a lot faster. Moreover, Fuzzy ARTMAR@pable of

incrementally stable learning.

[Bed98] This paper presents a novel method for automatic
handwritten character recognition by combiniwwgvelet packet
transform with neuro-fuzzy approach. The result shows that WPT
and neuro-fuzzy approach has more accurate recograt pixel

level than the one using only fuzzy logic.

[SueO2]compared betweegenetic algorithms for feature subset
selection. The first approach considerssianple genetic algorithm
(SGA) while the second one takes into accounitenmative genetic
algorithm (IGA), which is claimed to converge faster than SGA.
The feature vector is based on a mixture of geooagtfeatures
while the classifier is a neural network trainedthwthe back

propagation algorithm.

'Y
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1.4 Aim Of Thesis

This research establishes a handwritten recogniggstem that
considers three main feature extraction technigui@ish is Wavelet

Transformation, Moments, and complex moment And usesNeural

Network to recognize characters which aehenen Mode in, both
ACON and OCON architecture, and.earning Vector Quantization

LVQ.

1.5 ThesisLayout

Chapter two provides an overview for the theoretical backgbfor
handwritten character recognition system.

Chapter Three explain the practical part of the thesis and state
algorithms used in constructing the proposed system

Chapter four presents the results and the user interface ofytbiezm
and discusses certain study cases used to tesydtem.

Chapter five provides the conclusion and future work.

V¢
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Chapter Three

Proposed Handwritten Character
Recognition System

3.1 Introduction

This thesis presents the applicatioartficial neural network and
wavelet transformation into the problem domain afdiwritten character
recognition. The use of wavelet transformation fioeits is to produce

features sets at different levels of resolution.

Basically, kohenen neural network model have beseal un this thesis to
compare between different feature sets, and twestyh kohenen net are
used, they are the ordinary kohenen network andnile@ vector

guantization network (LVQ).

3.2 Proposed Character Recognition Systems

The designed character recognitionesgsbased on the pattern
recognition system architecture described in chiapt® with some
variations in the order of preprocessing stepsesohthem where shifted
forward after the segmentation process becau#ie nhture of being at

character level processing.
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Proposed Handwritten Character Recognition System

3.2.1 Image Acquisition

Image that contains the text to be recsghis acquired by using

scanner and a bitmap image with true colors willsaged for further

processing as shown in fig (3.1).
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Fig (3.1) Four Samplestaken from four different persons
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Database is made to support the training and tegincesses of the
system, Samples are taken from 130 different psrseach person is
asked to write all 26 English characters on a wbatger in its capital and
small cases as shown in Fig (3.1). Images are scdamith 150 dpi

resolution, and saved as 24 bit per pixel bitmap.

3.2.2 Preprocessing

key function of preprocessing is to imgedire input image in way
that increase the chances for success of the foifpswrocess, and using
different image processing techniques for normadjznput patterns.
For character recognition, the preprocessing vaike include edge
thinning or skeletonizing andnoise removing.

3.2.3 Noise Removing

Noise removing is one of the image enhancemgplications in which
the principal objective is to process an imagehsd the result is more
suitable than the original for specific applicatidn this thesis we use
smoothing filters which are used for blurring amuise removing; this
filtering is useful for removal of the small detafrom an image prior to
large object extraction and bridging of small gapdines and edges
[GonO0O0].

Spatial lowpass filter is used, a 3*3 mask as showhig(3-3) is to be

moved over the image with coefficients have theigaif 1, the response
will be then the sum of the gray levels of the naneels divided be 9.

1
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3.2.4 Edge Thinning

Edge thinning is an attempt to represest gtriuctural shape of a
plane region and reduce it to a graph; this redaamay be accomplished
by obtaining the skeleton of the region via a timgralgorithm [GonOQ].
This step will reduce some of the variance thaussally found in
characters like the width of their edges, therefareconsidered as a

uniforming process to make all the characters Wwigxel width [GonOQ].

The algorithm will assume that edge points have alues and the

background points have 0 value, the process corsisicessive passes
of two basic steps applied to the contour pointhefgiven region ,where
a contour point is any pixel with value 1 and havéast one 8-neighbor

valued O, here is the algorithm [Gon00]:-

Algorithm 3.1

Let p, be a point in the image have value 1 and haveighher that is

P,.P..P, Ps.Ps ,P;.Ps and R ,Fig(3.2) shows the order of these terms.

1A%
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Step (A) For each point pn the image do
1) Find N(p,) which is the number of nonzero neighbor
points that is: N(p= p,+p,+p, +Ps+Ps +P, +Ps+Ps -
2) Find S(p) which is the number of 0-1 transitions in the
ordered sequence of _,p,Ps.Ps P ,Ps.Ps -
3) Test for the following conditions to be satisfidd:a
2<N(p,)<6.
a. S(p)=1.
b. p,.p,.ps=0.
C. p,.Ps-Ps =0.
if all conditions satigfi¢ghen ,the point pl is flagged .

Step (B) Delete the flagged points .

Step (C) For each point pr the image do
1. Test for the following conditiottsbe satisfied all :

a. N(p,)<=6.

b. S(p,)=1.
C,m,.ps =0.
d,mp,.p; =0.

If all conditions satigfi¢hen ,the point pl is flagged .
Step (D) Delete the flagged points .

¢A
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P P. | P,
Ps S P,
P, Pe Ps

Fig 3.2 Eight Neighbor Terms

Steps A and B is applied to every boarder pixeéhancharacter region, if
one or more of conditions (a) to (d) are violati value of the point in
question is not changed. If all conditions ares$iitil the point is flagged
for deletion. However, the flagged points are releted until all boarder
points have been processed. This delay preventgjoitathe structure of

the data during the execution of the algorithm.

In condition (a), pl is deleted only if it has mdahan one pixel or less
than seven pixel with value 1, having 1 pixelsuea 1 implies that pl is
an endpoint of the skeleton and should not be e|etlso deleting pl

that have 7 seven pixels valued 1 will cause erosito the region.

Condition (b) violated when it's applied to poids a stroke 1 pixel
thick, deleting such point will make a disconnegtim the character

region.

Condition (c) and (d) are satisfied simultaneousfythe minimum set of

values (p=0 or p,=0) or (p,=0 and R=0), thus, with the reference to

1)
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neighborhood arrangement, the point that satisfiese condition, is an

east or south boundary point or a northwest cqooent in the boundary.

In either case, pl is not part of the skeleton shduld be removed.
Similarly, conditions (c) and (d) given in step &isfy simultaneously by

the following minimum set of values {p0 or p,=0) or (p, =0 and R=0).

These points correspond to north or west boundainyt® or a southeast
corner point.
This algorithm will produce the same image buthwatl edges been

thinned to 1 pixel width.

3.2.5 Segmentation

It is generally the first step in any atfrto analyze or interpret an
image automatically. It is defined to be the praces partitioning the
image into distinct regions that are meant to dateestrongly with
objects or features of interests in the images fegarded as a process of
grouping together pixels that have similar attrdsuiGon00].

Image thresholding is a segmentation technique (Bpnand since it
classifies pixels into two categories, and ther taro possible output
values, therefore, threshold segmentation createsybimage, and the
nature of the image depends on the property béegholded.

Because the thresholding produces image with evdycblored value, its
seems better to make the segmentation processeredhan the

preprocessing step because of data reduction thatmade by
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segmentation process since it will produce an imagth two possible

values and that will make the preprocessing gastef.

The algorithm used for Thresholding the image imo values 0 and 1

are stated bellow:-

Algorithm 3.2

let Imagel be the input image in which each pixeddel (x, y) has 3
colored values ImgGreen, ImgRed, and ImgBlue.

Let T be the threshold that will split the imageeds into two categories
of pixels 0 and 1.

For each pixel in the image Img(x, y), do

1. Find gray scale for Img(x, y) :-
Grayscale =( ImgGreen(x, y)+ImgRedg)+ImgBlue(x, y) )/3

2. IF Grayscale >=T then
SetImg(x,y)=1
Else
Set Imgy)=0

o)
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3.2.6 Character Segmentation

In this process, the image is separatead moimber of sub-images,
each of these sub-images contain a part of thedrtia@t may represent
an English character instance, the separation gmaetation process
based oreach number of edges been related together and separated
from adjacent edges is considered here to be a possible character
instance.

This is the algorithm for character segmentation:-

Algorithm 3.3

Let Img be the input image, and char() is arrayeards, each char(i)
will store a sub image which represent a charastart point and end
point of the character image .
Let Lns(i,j) be a two dimension array, where ihe humber of line, and |
Is the number of characters found in line i.
Step (A) For each pixel (x, y) in the image Img do
1. If Img(x, y)=1 then

a. Add this point to Char_Points list

b. For each point pl in the Char_Points list do

c. Locate the 8-neighbors of pl (o .p,.Ps.Ps

P7:Ps:Ps) -
d. If p, value =1 and pis not in Chat_Points list
Then add  Char_Points list .
(i=2,3......9)
e. If no of points in Char_Points < 3 then

Set found character flag to true .

oy
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2. If found character flag is true then save the abt@r image

And start and end position of the character.

Step (B) for each character char( i) in the ctiardist do
1. if y value of start point char(i) > y of the endipt of
char(i-1) then
char(i) is a start character in a new line.

2. After all character been processed ,we will Havg(k, c).

Step (C) for each line, run a sort algorithm to gt character in it's
correct occurrence in the image, sorting will defgeon the x value of
the start point of the characters.

In step A, image is scanned for finding charactetsen a pixel is with
value 1, it considered to be a possible edge psinédge track procedure
Is executed, edge track procedure will start whils point an checks the
neighbors of this point, neighbor points with 1ualwill considered a
edge points and added to the list of charactertp@nd the process will

proceed through all points in the list until no more siis left.

The shape that have been extracted will be savdteicharacter list and
will be deleted from the original image for notlie extracted twice, and
the starting and ending points of the shape is sés@d because of its

necessity in other steps in the algorithm.
The scanning will continue for all image pointsef®A will produce a list

for all shapes detected in the image and considevetie possible

characters.

oy
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In step B, extracted characters will be arrangéallines, the basic idea is
that characters in the same line lies within spetibrizontal range, so,
each character will be checked if its horizontdleaof its start points is
larger than the end point of the previous charaictdhe list. If it was

larger then this character is belong to the nen,lif its not then this
character belong to the same line of the previaws. ¢n this way the

characters will be arranged into lines.

In step C the lines produced from the previous st@pbe processed
each one by sorting its characters according tio fossition, in case that
some characters where extracted not in the sane¥ thdt they appears
in the image, this case may occur in some writivgen the line have a
slope towards north, or when certain charactengjiser than the others.
The sorting of each line is made by using a kindavfing algorithm,

After these steps are finished, we will have a nemndf shapes that might
represents characters, extracted from the imagaged into lines, each
of these shapes will be preprocessed and thenrésatvill be extracted
for finding out if they are characters and classifinto 26 character

classes.

3.2.7 Further Preprocessing

After the characters been separated, edanacter need more
processing before being ready for the feature etitna step. In this step
the character will becaled to standard size, arstifted into a standard
position. This step is important because it witluee the variance caused
by shifting and scaling of the character. Heretheesalgorithms used for

this step.

o¢
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a - Scaling

Each character sub-image will be scalegit®4 size so to put in all

character in a uniform size by using thearest Neighborhood

I nterpolation, and here is the algorithm bellow:-

Algorithm 3.4

Let character image be Img1l with size hl *wl areldtaled image wil
be Img2 with size h2*w2
For each pixel (x2,y2)in Img2 do

1. Find the corresponding pixel (x1,yl) in Imgl to bdke
value of Img2(x1,yl) pixel
X1 =Round (x2 * ((wl-1)/(w2-)])
Y1 = Round (yZ(h1 - 1) / (h2 - 1)))
2. Img2(x2,y2) =Img1(x1,yl)

In this thesis, the size of the scaled image h2vahavill be equal to 64.
b - Shifting

In this process, the character will simply bdtshitoward the upper left

corner of the image, so that all the charactersbeilalmost at the same
position of the image.

Here is the shifting algorithm:

Algorithm 3.5

Let the input image is Imgl which contains therabters and the shifte
character image will be Img2:-

Find the row r at which the character starts.

o0
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1. Find the column c at which the characters start.
2. For each pixel (x2,y2) in Img2 assign the valueetakom
the corresponding pixel(x1,y1) in Imgl with rowfshiand

column shift c .

3.2.8 Feature Extraction

Feature extraction process will genefedture sets that represent
characters occurrences in the image, in our wediufres are extracted
by using two different techniquesavelet transformation andcharacter

moments.
a- Wavdet Transfor mation

Each character image will be transformed dming wavelet
transformation; coefficients produced in this tfansation will act as
features sets.

There are different types of wavelet transformaialepending on the
bases functions used in the transformation, in eowork; Haar
transformation is used to implement wavelet tramsédion. The Haar

bases vectors are:-
1
Lowpass.—
p ﬁ[n]
. 1
Highpassi—|1,-1
ghp ﬁ[l ]

The transformation will be implemented by convolythese vectors with

rows and then with columns.

o1
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Wavelet transformation will be applied to all chaeas been extracted in
the previous step, here is the algorithm of Haandformation used in
this work [Umb98]:-

Algorithm 3.6

For each character image in the characteddist

1. Convolve the low-pass filter with rows and saverdmsults.

2. Convolve the lowpass filter with the columns (oé tfesult from
step 1) and subsample this result by taking evérgrovalue, this
will give us lowpass/lowpass version of the image.

Convolve the result form step 1, the lowpassedréid rows, with the
highpass filter on the columns. Subsample by takwery other value to
produce the lowpass /highpass image.

3. Convolve the original image with the highpass filbe the rows
and save the results.

4. Convolve the result form step 4 with the lowpadterfion the
columns, subsample to yield the highpass lowpassiore of the
image.

5. Convolve the columns from step 4 with highpas®ffilo obtain

highpass version of the image.

Image

D1 D2
(LL) (LH) D1 D2
(L L-&) (/L-L H)
\ V4 Ml 4
> Wavel et > > Wavelet g W1 KN
Transformation / \ Transformation I \
First l \ Second ! \
level D3 D4 level D2 D
(HL) (HH) (LL-HL) (LL-HH)

Fig 3.3 Wavelet transformation
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In this work, wavelet transformation is appliedacacter image with size
64*64 and with three level of resolution, in thestlevel 4 sub-bands are
resulted , as shown in Fig(3.3) ,each of these auiD, ,D,,D, and
D,) is 32*32 size ,each of these subbands can detaisire set, because
of the unique distribution and reduction of chagastics that describe
the image. For the first bamd, it corresponds to the lowest frequencies
and contains the global characteristics of the snay will give the
vertical high frequencies and contains the horizba¢tails,D, will give
the horizontal high frequencies and contains th#ica details, andD,
will give the high frequencies in both diagonalediions and contains the
diagonal details. From that we see that each swubbas a certain way of
describing the character image, so, it's promis;ngse these bands as
feature sets.

For the next level of resolution, the algorithmlveié applied only orp,
Since it contains the global characteristics aedcdbes the general
shape of the character, this will yields also feub bands, with the same
manner, with only one difference that the sizeafteband is reduced to
16*16.

For three level of resolution, this method will guzed 3 feature sets that

describe the character.

oA
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b - Moments

The shape of boundary segments can beilbdegquantitatively by
using moments. This method cannot deal with disjsimapes where
single closed boundary may not be available. Fgiorebased invariants,
all of the pixels of the image are taken into aettda represent the shape.
Because region-based invariants combine informaifcan entire image
region rather than exploiting information just la¢ tooundary points, they
can capture more information regarding the image.

In this work, each character image is describedubyg the seven

moments. And the algorithm applied in this worlassfollow [Gon0QO]:-

Algorithm 3.7

Let p and q equal to 5( p and g =1,2,3....) ,fachecharacter image
Img(x, y) do:-
1.find m, from the equation :-

m=>> x"yImg(x,y)
Xy
2.find x and y from the equations :-

=Mooy

00 mOO

3.find 1 , , from the equation :-
B q=2 2 0-x) (y=y) Img(xy)
Xy
4 finally calculate 7 moments from the equations:-
@A = Hop t Moo
@ = (U, — ,uzo)z + 4/1121

@ =My — 3:“12)2 + By, — ,Uos)z

094
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@Oy = (Uao + ) + (Mg + Hos)®

@ = (Uao + 3typ) (s + 1) [(Uao + 1) = 3(fyy + Hog) *1+
(Btday = Hos) (g + Moz )[B(Hao + /'112)2 = (U Hos) 2]

@ = (/Joz + /Jzo)[(,uso + /'112)2 - (/Jn + /Jos) 2] +
4/111 (,ugo + /'112)(/'121 + ,uoa)

@ = Bldyy + o) (Mao + (Mo + H15)* = Bty + Hog) °] +
(3,u12 - ,LI3O)(,L121 + /103)[3(/130 + /112)2 - (,uzl + ,uos) 2]

Each character image will be described by thesements values.

The character image is also transformed by usingeleatransformation
for one level of resolution, and the algorithm abawv applied to each of
the four subbands to produce 28 moment value thiatrepresent the

feature set that describe the character.

c - Complex M oment

Complex moment{)’ of order (p + q) of the image f(x, y) is

defined by equation 2-3 where the real and imaginaarts of the
complex moments of the local power spectrum arpgsed as features.

In this work, the order of the moments used isr®] the procedure of

extracting complex moments from character imagses iollow:
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Algorithm 3.8

For each character image do:
1. "Find the real and imaginary parts of moment teomtlie first

order by applying the equations:

M?=2"> ximg(y,x) MP=>">"yimg(y,)

2. Find the real and imaginary parts of moment term tfte

second order by applying the equations:

MZ=>">"(x* - y*)Img(y,x) MZ=>">"2xyimg(y,x)

3. Find the real and imaginary parts of moment terntlie third

order by applying the equations:

M3=> > (-3 Img(y,x)  M3=>> @3x*y-y*)img(y,x)

4. Find the complex Moment terms for the first andoset and

third order from the equations bellow :

Ml= 'M12+M_12 M2= ’M22+M_22
M3= 'M32+M_32

1)
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By applying this procedure to each character image,will have 3

features for each character. An extension is madiis procedure by
applying these equations on each of the four baegldted from wavelet
transformation for the first resolution level, tefr we will have another

12 features for each character.

3.3 Classification

The process of classification will operata the feature sets
produced by feature extraction process; each ctearhere is recognized
and classified according to its features. NeurdlNgek classifier is used
to classify characters instances, and self orgdarzdNeural Network

model was used in this work.
3.3.1 Kohenen Neural Network

Kohenen Neural Network is one of the unsuged competitive
learning neural networks. It is widely used as esuvised by using data
clustering process, and bellow is the descriptibthe Kohenen network

used in this work.
The network architecture consists of two layersnofles first layer
consist of N nodes, where N is number of the festyresented to the

network. The output layer consists of 26 nodeseasgmting the possible

classes the input patterns (or characters instanwagfall into.

a - Classifier Architecture

The inputs domain in this work considereeing the English

characters in its capital and small cases, socldssifier will have total

1y
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52 outputs representing the character classese&dn character case
(capital and small) a classifier is made to dedhwach case.

The Minimum Designating layer used to make the final decision by
selecting the minimum output value from the twossléers (minimum

distance is the most probable answer about the ofahe input).

Each of these classifiers is build assupervised Kohenen Neural
Network and Supervised LVQ Neural Network, and in Kohenen Neural
Network, two types of architectures were used m designing of the
neural net that iI©CON andACON.

b - OCON and ACON

Small case character classifier and Captase classifier are
designed each in this work with two architectuASON and OCON. In
ACON, all character classes are within one neugtl n

In OCON, each character has its own neural net ithaeach net
represents a character class, in which the traiaiggrithm is applied to
each net alone, while in ACON; the training wiltinde all characters at

once.
C - Learning Phase

The network will be trained by using 130 saenpdken from 130
different persons, each person have been askedt®tine 26 characters
from (a) to (z) and from (A) to (2) in their cadiand small form without
any writing constrains. 70 of these samples haws lused for training,
and all 130 samples are used for testing.

The algorithm used for training the network is aléofv [Sam99]:

Algorithm 3.9

Step (1) Letx={x,x,,.......x, } be the training pattern vector.

1y
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Let n be the input vector length (nembf features).
Let m be the number of output nodesr(per of clusters|or
classes).

Step (2) initialize the weight vectorg for j=1,...,.m .

Initializea learning rate (0Og<=1) .
Step(3) while stopping condition is false ,repeaps 4-10.
Step(4) for each input vector x ,do steps 5-7

Step(5) for each j compute
D, =2 (w,-x)* forj=1,....m

Step(6) find index j such thai, = min (D))

j=1..m

Step(7)Update the winner weight vector(cluster)

t+1
W,

ij =

Vvit,j "'a'(xit _Vvit,j)
Step(8)Update the learning rate ,
Step(9)FindE' =|w"* -w" | .

Step(10)IfE' <& stop ,else go to Step(3) .

¢
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d- Weightsand L earning Rate I nitialization

Weights and learning rate are initializedusyng different kinds of
procedures presented by researchers, in this wuotiklization is done as
followed [Sam99]:-

Algorithm 3.10

learning raten is initialized to a small positive numbetr<,where
O<a <0.1 ,and Og <a .

» As the learning process progresses js increased slowly toward
a (a=a+0.2*a).
This slow increasing imr forces the weight vectors to be close to
the input vectors through gradual separation ofvibght vectors

according to the input clusters used for training .

« Whena become >z and the learning proceeds ,is decreased
(a=a*0.999)slowly until the stopping condition is reach.

* Weights vectors are initialized by choosing randor26 input
vectors to represents the 26 classes ,these ingctore will

represents the weight vectors that learning psowds starts from.

10
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e - Stopping Condition
The network training is stopped when theghevectors changes are

very small for two successive iterations [Sam99].

3.3.2LVQ Neural Network

Learning vector quantization is a supervigagning extension of the
Kohenen network, in which designated classes ofrtheing samples are
known in advance.

The network consist of N input nodes, representing number of
features representing each pattern, and 26 outlass,ceach class

represented by M number of nodes.

a - Learning Phase

The main difference between the ordinarh&ten network and the

LVQ network is that the training pattern is claggifin advanced, so the
training is said to be supervised.
The training process for LVQ rewards a winning m&uif it belongs to
the correct class that specified in advance by ngiti toward the input
vector, and punishes it if the winning neuron does belong to the
correct class by moving it away from the input wect

The algorithm used in this work is as follow [Sarh99

N
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Algorithm 3.11

Step(1) Letx ={x,,x,.......x, } be the training pattern vector.

Let T be the correct class for thentirag vector.

LetC; be class represented by j-th output unit.

Let n be the input vector length.
Let m be the number of output nodes(memof clusters).

Step(2) Initialize the weight vectorg for j=1,...,m.

Initializea learning rate (0g<=1).
Step(3)While the stopping condition is false, restaps 4-9.
Step(4)for each input vector x, dgste-7

Step(5)for each j, compute
D, =2 (w,-x)* forj=1,...m

Step(6) find index j sutiatD, = _ITllin (D).
j=1..m

Step(7)Update weight vegtor as follow:

t+1 ot t t 1 —
Wi =w +a(x —w) I T=C,

Wi =w —a(x -w)if Tz C,

ij =

v
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Step(8)Reduce the learmatg a

Step(9)Firel =|w™ -w" | .

Step(10)H' < £ stop ,else go to Step(3) .

b - Weight Initialization

Initialization of the learning rate for K}/network is the same as
ordinary Kohenen network. Weight vectors initiateg the weight
vectors resulted from Kohenen network. This weiglitialization will
improve the convergence speed rather that usingr athtialization

techniques.

Cc - Stopping Condition
The learning phase for the LVQ network stthp by using the same

condition used in Kohenen Network learning.
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2.1 Introduction

Many attempts have been made to makerpatteognition systems
reaches a level of performance that is close tolamg human
capabilities in performing general image analysisctions. research in
biological and computational systems continuallymgovering new and
promising theories to explain the human visual dogm however, the
state of art in computerized image analysis forrttuest part is based on
heuristic formulations tailored to solve specifimiplems, for example
some machines are capable of reading printed, gyogermatted
documents at a speeds that are orders of magrasth than the speed
that the most skilled human reader could achievmvé¥yer the systems
of this type are highly specialized and thus havditide or on
extendibility. That is, current theoretic and implentation limitations in
the field of image analysis imply solutions that drighly problem
dependent [Gon0O0].

This chapter concerned with the pattern recognisigstems that will be
applied to our character recognition system, dbsai its phases,
operations required within each phase, some featuraction techniques

and types of classification methods used in sustegys.
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2.2 Elements of Handwritten Recognition Systems

Techniques used in pattern recognitionesyst could be divided
into three basic phases: (1) low level processi{®), intermediate
processing, and (3) high level processing. Althotiggse subdivisions
have no definitive boundaries, they do provide anmfework for
categorizing various processing that are inherehponents of an
autonomous pattern recognition system. Fig (2la$tilates these phases
[Gon00].

Intermediate —level processing

Representation
™~ Segmentation =) and feature —
extraction
v
Preprocessing
Recognition
Image
—> Acquisition
Input —
Resulf

) High —level processin
Low —level processing d P 9

Fig (2.1) Areas of Pattern Recognition
System
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2.2.1 Low Level Processing Phase

This phase deals with functions that rhayiewed as automatic
reactions, requiring no intelligence on the partha image recognition
system. Image acquisition and preprocessing arsidered here as low
level functions, this area encompasses activit@ms the image formation
process itself to compensations, such as noisectieds and image
deblurring. Low level functions may be comparedtite sensing and
adapting processes that a person goes through tnheg to find a seat
immediately after entering a dark theater from Mtrigunlight. The
intelligence process of finding an occupied seatno& begin until a
suitable image is available. The process followgthie brain in adapting
the visual system to produce such an image is gnatic unconscious

reaction [GonOQ].

a. Image Acquisition

This process is to acquire digital imdgem physical world, by
using scanner or digital camera. the image produmedhe imaging
device contain the data that is to be processatl fiatther information
will be extracted from, therefore, image statuse liesolution, brightness,
and defects comes from low performance of the inmglevice will
highly affects the next processing steps and asemprence will define
limits to the performance of the recognition systama the recognition

rate.

b. Preprocessing

The key function of preprocessingasimprove the image in

way that increase the chances for success of ther girocess, for
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character recognition, the preprocessing is usutdbls with techniques

of image enhancement, noise removing, and othbnigaes required.

2.2.2 Intermediate Level Processing

In this level of processing, techniques made to characterize
image components and extract information needed rémognition.
Segmentation techniques is required here to segrienttext into
separated characters, and the feature extracthgitge is required here
in way that each character will be described bytaof features rather
than it's raw representation, at which all chanecivill be recognized

based on those features.

a — Character Segmentation

It is generally the first step in anteatpt to analyze or interpret an
image automatically. It is defined to ltiee process of partitioning the
image into distinct region that are meant to correlate strongly with
objects or features of interests in the image. it also be regarded as a

process of grouping together pixels that have amaittributes.

In general, autonomous segmentation is one of t& dhfficult tasks in
image processing. This step in the process detesmthe eventual
success or failure of the whole process of analy3ikerefore,
considerable care should be taken in choosing mptementation of the
segmentation techniques [Gon00].

In the context of handwritten character, segmemrnathas a crucial

importance for its direct effect on the recogniticste and on the
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performance of the overall system. Therefore, fribh@a segmentation
point of view, there are three major categories imhich noncursive text

may be grouped:-

1. Box mode: - characters are written in predefined boxes.

2. Ruled mode: - characters and words are written in a preddfine
lines.

3. Unruled mode: - characters and words may be written anywhere on

the input surface and may also slope arbitrary.

In box mode, segmentation is trivial. In ruled aodruled mode,

segmentation problem could turn out to be venyidalift [Mac96].

b — Binarization

Segmentation algorithms for images are generalgetbaon one of the
two basic properties of gray level valudsscontinuity andsimilarity. In
the first category, the approach is to partitionimmage based on abrupt
changes in gray level. The principal area of tlaiegoryis the detection

of isolated points and detection of lines and edges in an image. The
principle approach in the second category is basedlhresholding,
region growing, region splitting, and merging [N@8

The concentration here will be on the category whilarity and
Thresholding segmentation techniques will be used in our system.
Thresholding is one of the most important approaches to image
segmentation. Thresholding transforms a data sgaitong values that

vary over some range into a new data set that ronggjust two values.

14



Chapter Two Theoretical Background

It does this by applying threshold to the inputagdatput values that fall
below the threshold are replaced by one of thewdwtplues; input values

at or above the threshold are replaced by the otltput value[Gon0Q].

Image Thresholding is a segmentation technique usecd classifies
pixels into two categories, and because there \@oe piossible output
values, threshold segmentation creates binary insagkthe nature of the

image depends on the property being thresholddaBgi

Suppose that the gray level histogram shown g2=2) corresponds to
an image, f(X, y), composed on light object on da&kground, in such
a way that objects and background pixels have gesls grouped into
two dominant modes. One obvious way to extractdbgect from the
background is to select a threshold T that sepathese modes. then any
point (X, y) for which f(x, y) >T is called an objepoint; otherwise the

point is called a background point [Gon00].

The success or fail of Thresholding techniques deperitically on the

selection of an appropriate threshold, an obvialsti®n is to relay on

intervention by a human operator, who can vary ttneshold until

acceptable results are achieved [Umb98]. Howelies i not possible in
cases where fully automatic segmentation is requitdternatively, we

might be able to determine in advance single, fikg@shold that will

always give good results. this is feasible onlyhighly constrained
Imaging scenarios, when we have control over gigilng conditions and
the degree of contrast that exist between diffaraage features, Fig(2.2)
shows the threshold T in an image histogram[Gon00].

Another approach is to make T equal to the meaylgkeel of the image.

The idea here is that the mean lies between twemes of gray level,
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one representing the features of interest and ther everything else.
Clearly this works for images containing brightetis on a simple dark

background, or vice versa [GonQO].

No of
Pixels

Gray Levels

Fig (2.2) Gray level Histogram that can be partitimed by single
Thresholding

A more general approach to the threshold seleatvawlves analyzing the
histogram of an image; this is based on an assamptrue only in
certain situation, that different features in araga give rise to distinct
peaks in its histogram. If the assumption hold ,trtteen we may
distinguish between two features of different gieyel by Thresholding
at a point between the histogram peaks correspgntinthose two
features.
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c -Features Extraction

Object recognition is generally perfochan either the raw image
in the image plane or on the feature representatitime feature space. In
the earlier case, known the low level image recigmi the system learns
and recognizes an object according to the infoonagiven by all the
pixels in the image plane. In an NxN image plahe,dbject is described
by an image vector which consists of N2 pixel valu€he size of the
Image vector increases as the resolution of thecbbnage increases
[Cha95].

One of the drawbacks of this approach is a hugensmnality which

deepens the computational burden of the systemedier, the image
vector of the shifted object image may be quitéed#nt from the original
one. On the other hand, not all the pixels of thgct image reveal
crucial information of the object characteristiesd there is a large

redundancy in the image vector [Cha95].

The feature-based recognition uses only the infoomathat best

characterizes the object. It extracts the importafarmation conveyed

by some pixels and processes it to obtain the featpresentation. The
object in the image plane is then representedsiedture vector in the
feature space. In this case, the learning andeib@gnition is done in the
feature space. Dimensionality of the input vecsogieatly reduced, and
the recognition can be invariant to some imagesfaamations, such as
image translation, rotation, and scaling, if the object features are

properly selected [Mac96].
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Many methods have been introduced to extract fesfugenerally it
could be classified into two main categories:

1. Geometrical features: - those features that aextlyrextracted

from the image (spatial domain). Many techniquegehbeen

introduced in this category that describes the shap the

pattern; the most interesting technique is the Mdme

2. Transformation features: - those features thaeamacted after
a transformation is made to map the image from gpatial
domain into another domain.
Now we will explain two important features, belaioghe geometrical
features, which are thmoment and thecomplex moment.

I. Moments

Moment-based invariant are the most commaegon-based image
invariant which have been used as pattern feataregny applications.
Hu first introduced a set of moments-based invarizing nonlinear
Combinations of regular moments. Hu’'s seven monmardriants have
the desirable properties of being invariant undeage translation,

scaling, and rotation. Regular moments are defazed

m, . = TTxpyqf(x, y)dxdy forp,q=1, 2, 3..... (2.1)

—00—00

A uniqueness theorem states that if f(x, y) is eceiise continuos and
has nonzero values only in a finite part of thepigne, moments of all

orders exist and the moment sequence (s uniquely determined by
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f(x, y). Conversely, (m,) uniquely determines f(x, y). The central

moments can be expressed as [GonOO]:

o= [ [(x=2(y=y)" f (x y)dxdy (2.2)
Where
;(:% and 9:%
mOO mOO

For digital image

B q=2 2 -x) (=) f(xy) (2.3)
Xy

The central moment of order up to 3

1= S (x-%) (Y= y)° f(xy)

=My~ % (mm)

00

=0
1= -0 (Y- Y)

My My,
rnOO

:mll_
=33 (x-%) (Y- ° f (% Y)

= = m..-
20 20
mOO mOO

: 2m?1o + m?1o Mm%
0

U= 33 - (Y= N2 (% Y)

2
M~ o1

=My, -
0

o= S x-%) (Y= y)° F (%, Y)
x oy
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1= 3 (x-%) (Y= Y)? F (% Y)

— — —2
=m,, —2ym,; — X my, +2y my,

1, =33 (- (Y- Y)

U =3 3 (x-%) (Y= Y)* (%, Y)

=3 _39'7})2 + 27”!)1

The normalized central moments, denotedare defined:-

U
M=, (2.3)
Hoo

Where

P+a,,
2

y= Forp+q=2,3..

A set of seven invariant moments can be deriveah filtee second
And third moments [Cha03]:

B = Hoy + Mo (2.4)
@ = (Ho, = Hao)® + A1L1, (2.5)

@ = (Hao = 3th,) " + Bty — Hes)® (2.6)
Op = (Hao + H1)* + (Hoy + Hos)® (2.7)

B = (Hao + 34h) (oo + 1) [(Uao + Hap)" = 3ty + Hog) *] +
(3,L121 - /103)(/121 + ,uoa)['?’(,uso + ,ulz)z - (,u21 + ,uoa) 2] (28)
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@ = (,uoz + ,uzo)[(,uao + /112)2 - (/121 + 'u03)2] * (29)
4,“11(,“30 + /'112)(/'121 + lu03)

@ = By, + o) (s + My (Mg + /112)2 =3y + Hos) 2] + (2 10)
(3ﬂ12 - ﬂso)(ﬂ21 + ﬂos)[3(ﬂ30 + /'112)2 - (/121 + /Jos) 2]

ii. Complex Moments

Complex moment
defined by:

D of order (p + q) of the image f(x, y) is

(
pa

cl) = ]';]';(x—iy)"(x—iy)q f (x, y)dxdy (2.11)

—00—00

Where i represents the imaginary part of the equnatThe real and
imaginary parts of the complex moments of the |@pmater spectrum are
proposed as features. These features are tramslati@riant inside
homogeneous texture regions and give informati@mutthe presence or

absence of dominant orientations in the texturé9@3r

While for the transformation features, we will use our thesis the
wavelet transformation. Hence we will introduce some important

(briefly) information about this transformation.
I. Wavelet Transformation

It is well known from Fourier theoryhat a signal can be
expressed as the sum of a, possibly infinite, sesfesines and cosines.
This sum is also referred to as a Fourier expandiba big disadvantage
of Fourier expansion is that it has only frequergsolution and no time

resolution. This means that although we might be &b determine all
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the frequencies present in a signal, we do not kmdven they are
present. To overcome this problem in the past decadveral solutions
have been developed which are more or less abyEptesent a signal in
the time and frequency domain at the same time R8hb

The wavelet transform or wavelet analysis is probably the most recent
solution to overcome the shortcomings of the Fautransform. In
wavelet analysis the use of a fully scalable magdlavindow solves the
signal-cutting problem. The window is shifted aloting signal and for
every position the spectrum is calculated. Thes fitbcess is repeated
many times with a slightly shorter (or longer) wand for every new
cycle. In the end the result will be a collectioh tane-frequency
representations of the signal, all with differeasalutions. Because of
this collection of representations we can speaka ofultiresolution
analysis [Umb98].

A waveletg is a function of zero average:

[Temadt=0 (2.12)

This is dilated with a scale parameter s, and lases by u:
L) =—F=o(— 2.13
Pu(t) = \/—¢( %) (2.13)

The wavelet transform dfat the scale and position uis computed by

correlatingf with a wavelet atom

W (u,s) = j:f (t)%qﬁ* (t_Tu)dt (2.14)
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il. Discrete Wavelet Transform

The Discrete Wavelet Transform (DWT) is a specadecof the WT that
provides a compact representation of a signalnne tand frequency that
can be computed efficiently. The DWT is defined ttng following
equation:

DWT(s,u) =33 f )2 ¢(2°n-u) (2.15)

Where ¢ (t) is a time function with finite energy and fast deaalled

mother wavelet.

Analysis can be performed using a fast, pyramidigdrahm related to
multirate filterbanks. As a multirate filterbanketBbWT can be viewed

as a constant Q filterbank with octave spacing betwthe centers of the
filters. Each subband contains half the sampleékeheighboring higher
Frequency sub bands. In the pyramidal algorithrrstgeal is analyzed at
different frequency bands with different resolutiop decomposing the
signal into a coarse approximation and detail imfmtion. The coarse
approximation is then further decomposed using shene wavelet
decomposition step. This is achieved by succes$sglgass and lowpass
filtering of the time domain signal and is defineg the following

equations:

Yiign K] = Z/\'[ njglk —n] (2.15)

Yol Kl = 3 Ak - 1] (2.16)
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WhereY,,[K] , Y, [k] are the outputs of the highpass (g) and lowpass (h

filters, respectively after subsampling by 2. Bessaaf the downsampling
the number of resulting wavelet coefficients is alathe same as the

number of input points [Uns03].

n L — Yo
X

Ly

- —-l; -+ Vhgn

Fig (2-3) Highpass and lowpass Filters in Waveletrinsformation

lii. Wavelet Filters In Image Processing mb9sg]

Image transformations provide inforroatiregarding the spatial
frequency content of the image. In general, a foangtion maps image
data into a different mathematical space via astamation equation
[GonO0O0].

The image in its native bit map representationegiionly features that
describes the shape of the objects in that imag@&ther words, only
spatial domain details. in some pattern recogniporblems, frequency

details of the image would serve as features owrlwiacognition will be
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made on, by using spatial to frequency transfownatike Fourier
transformation, although, Fourier transformatiopresses the image in
term of sins and cosines, providing only the frewyefeatures of the
image and looses all spatial features, therefdreseems intuitively
obvious that features containing both spatial aadufency details would

be superior to those limited to only one of themiG@].

Wavelet transformation can be described as a wamsthat has basis
function that are shifted and expanded versionth@in because of this,
the wavelet transform contains not just frequemégrimation but spatial

information as well.

Wavelet transform function is basically two typégilbers, high pass and
low pass filters, these filters processes the imageoth horizontal an

vertical direction and break down it to four sub¥s or sub-sections.

One sub-band has been highpass filtered in botizdrdal and vertical

directions, one has been highpass filtered in cartdirection and

lowpass filtered in the horizontal direction, oreslbeen lowpass filtered
in vertical direction and highpass filtered in fzomtal direction, and one
that has been lowpass filtered in both directidis.will corresponds to

the lowest frequencies and contains the global aghtaristics of the

image, D2 will gives the vertical high frequenciaad contains the
horizontal details, D3 will give the horizontal higfrequencies and
contains the vertical details, and D4 will giveg thigh frequencies in
both diagonal directions and contains the diagaoe#ils, As shown in

the Fig (2.4) [Gon00].
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Fig (2.4) Wavelet Transformation

2.2.3 High Level Processing (Classification)

This level involves recognition and imestation; these two

processes have a strong resemblance to what ggnenelant by

intelligence cognition. The majority of techniqueased for low and

intermediate processing encompasses a reasonalideimed set of

theoretic formulations, however, as we venture irgoognition, and

especially into interpretation, our knowledge andderstanding of

fundamental principles becomes far less precise em&h more

speculative. This relative lack of understandingmadtely results in a

formulation of constraints and

idealization intedd® reduce task

complexity to a manageable level. The end prodsica isystem with

highly specialized operational capabilities [Gon00]
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In general termglassification is the process of assigning each object,
from set of objects, to one of a set of classegaitern recognition, the
object is a pattern extracted from the image, d&edctasses are various
categories occurring in the image. The patterrhia $tep of processing
not usually a set of points, but, it is a set afmeucal features formed by
feature extraction process [Nibl86].

There are different models of classification systdra main three models
are statistical, syntactical, andartificial neural network. Since most of
neural networks approaches are based on statistieethod, the
consternation will be on statistical and neural woek classifiers
[Ven99].

A. Statistical Parameter Based Classification

In this type of classifiers, the plerh of pattern recognition is
formulated as a statistical decision problem. Stigfl pattern recognition
Is a relatively mature discipline and a numberahmercial recognition
systems have been designed based on this apptodbis approach, the
problem is estimating density functions in a higmehsional space and
dividing this hyperspace into regions of categoneslasses. Decision
making in this case is preformed using appropuateriminant function,
thus, mathematical statistics forms the foundatainthis approach
[Mac95].

Statistical classification methods grouped into tategoriessupervised

classification andunsupervised classification.
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I. Supervised Classification

In supervised methods, the user sigeEs the process by
initially selecting some pixels from each possiblass, from these; the
classification algorithm determines what each clasks like.

In these categories there are two popular supervisttistical

classifications [Nib8a}

« Bayesian Maximum Likelihood Classifier: - it's alixgeveloped
method from statistical decision theory that hasnbepplied to
problems of classifying image data.

« Minimum Distance Classification: - & Jbe the mean value of

pixels in training class p. In anfeatures problenM | is a point

(or vector) inn —dimensional space. The minimum distance
classifier assigns a pixel to class p for whichdistance from the

pixel value v taM | is minimum. Deferent distance measures may

be used. the common one are :

Euclidean Distance: d M ,) = (v, -m)? +....+ (v, +m,)? (2.16)

This method is faster than the maximukelihood method but

Less accurate.

li. Unsupervised Classification

In this category, the classes are determwidlnin the algorithm by
locating clusters in pixel space (pixel space esgpace in which a value

v, inband 1, y in band 2 ... is represented by the poinfswy.....).
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Although clusters are often fairly easy for humaimdentify, their centers
and boundaries are difficult to be identified matlagically. One iterative
clustering method is called K-Mean algorithm. K-Mesdgorithm has the
following steps [Nibl86]:-

1. Initially, the user should supply a set of meams;loster centers,

M., M,...M, (for u clusters). Eachl | is a vector im —

dimensional space.

2. For each pixel in the image, assign the pixel eodlass to whose

mean is closest.

3. Recomputed the mean of each class as the aver#ge pkels

assigned to it.

4. If any of the class means has changed significagtyto step 2,
else stop.
The advantage of the unsupervised classificationth#é it tends to
identify clusters in the pixel space that are nucadly separable;
whereas the advantage of the supervised classiicet that the classes

that are used are meaningful to the user or thigstna

B.Neural Network Based Classification

Several novel modes of computation haweerged that are
collectively known as soft computing. They are ugedexploit the
tolerance for imprecision and uncertainty in reakd problems to

achieve tractability, robustness, and low cost [8&in
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Neural network is one of the major components of édpproach. Neural
Network can be defined as information processinstesys that have
certain performance characteristics in common \Vhighlogical neural
network that actually the basic principle of neunatwork working is

abstract simulation of real neuron system [Fu94].

Classification systems are expected to automayicdéissify or cluster
patterns based on there measured properties ardsain such systems,
each input vector should be decided whether itigdamr not belong to a
particular class or category. With this view poiat,neural network
(which can be defined as the system that recogmpiaisrns) can be used
for designing a classification system [Ven93].

As with statistic classification methods, there @ve basic categories of

neural classifiers [Sam99]:-

I- Supervised Neural Network Classifiersin these classifiers, learning
process apply supervised learning algorithms theltide a special case
of reinforcement learning which deals with tramimstances (patterns)
that already been classified into desired clas$bs. trained network
often produces surprising results and generalization applications
where explicit derivation of mappings and discovefyrelationships is

almost impossible.

ii- Unsupervised Neural Network Classifiers:in the unsupervised
methods, learning algorithms deals with unlabetading patterns, and
the classes will be identified during the trainlmglocating clusters in the
pixels space, and assuming that each cluster pames to a class. The

problem becomes a clustering identification.
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Chapter Two Theoretical Background

This second type of classification will be discubsgethe next section in

more details since it will be the model that wdll bsed in this thesis

2.3 Artificial Neural Network

Neural networks are an abstract simulation of realrons system that
contains collection of neuron like processing elet®ecommunicating
with each other via axon connections, these neurots are adaptable
nodes which, through the process of learning fragk texamples, store
experimental knowledge and make it available fa, ukese knowledge
are encoded in the neural network by the weighggyaed for the neuron
connections. Artificial neural network have beenvaleped as a
generalization of mathematical models of human tmn or neural

biology based on the assumption that [Fu94]:

1. Information processing occurs at many simple eldémecralled

neurons.

2. Signals are passed between neuron over connedirdngsynaptic

connections).

3. Each connection link has an associated weight whegresents

information being used by the net to solve a proble

4. Each neuron applies an activation function (usuadiplinear) to its

input (sum of weighted input signals) to determiseoutput signal.

Any neural network is characterized by:

1



Chapter Two Theoretical Background

1. Architecture: - which represent the connection pattern between
neurons. The behavior of the network highly depemd$iow the
neurons are arranged into layers (number of lagedsnumber of
neurons per layer), in addition to the type of cmstion (feed

forward, feed backward).

2. Learning or training algorithm : - it's the procedure used for
modifying synaptic weights. Learning algorithmsided into main
groups supervised and unsupervised algorithms. Weight
adjustments should follow certain learning ruleshsaswinner

take all, delta, angerception.

3. Activation function: -when the neural network is practically used
to solve problem, the solution lies in the actigatievels of the
output units, these activation levels are calcdldethe activation
function used in the neural net.

There are different kinds of neural network modafg] for a certain
problem there exist a neural model that providésfaatory results.
Many resources have presented several taxonomywbpich neural
network models can be categorize, mainly artifio@liral network can by
classified based on [Fu94][Kun93][Sam99][Kin95]:-

1. Neural network architecture.
2. Application used in.

3. Learning rules.
Fig (2.5) shows the basic classes of artificialraenetwork based on
these three bases.
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Self
Organizatio

Classificatic

Application

Associatic

Neural

Optimizatio

Feed
Backwar

Network
Models

Architecture

Self

Feed

Organizatio I

Forward

Supervisec

— Learning

Unsupervise

Fig (2.5) Neural Network Classification

2.3.1 Neural Network Structure

Two possible network structures weregasted to be used for

handling multi-category classification problem,sb@are [Sam99]:-
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Chapter Two Theoretical Background

* All-Classes-in-One-Network (ACON): the ACON structure is
adapted by the conventional multilayer perceprobR)M where
all the classes are lumped into one super netwdr&.super-net
has the burden of having to satisfy all the teaxher
simultaneously, so the number of hidden units [geeked to be
very big. Empirical results confirm that the coryemce rate of
ACON degrades drastically with respect to the netwsize
because the training is influenced by conflictingnals from
different signal teachers. Therefore it's sometimes
advantageous to decompose a huge network into swmets.

The most popular decomposition is the OCON strectur

Result of Global Winner ’ Result of Recognition
Recognition
T MAXNET
LOCN* Winner Local* Winner Local ’Winner
Classifier
Class (1) Class (2) Class (L)
T Input
Input
(a)ACON (b)OCON

Fig (2.6) types of Network structures (a)ACON (b)
OCON
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® One-Classin-One-Network (OCON): in the OCON structure,

one subnet is developed to one class only.

Although the number of subnets in the OCON is neddy large,
each individual subnet has considerably smallee glzan the
ACON super-net which may offer computational savingthe
training phase and performance improvement in thkeiering
phase. Fig (2.6) shows the structure differencevdet ACON and
OCON.

2.3.2 Kohonen Neural Network Model

This type of neural network exhibit graficant behavior of the
biological neural system that is the self orgamnmatwhich defines the
ability to discover the structure, patterns or tieas directly from their
environment, by extracting and acting upon the legy and similarity

without benefit of a teacher (supervision)[Fu94].

Neural network apply this behavior on the basithefclustering concept
drown from the statistical pattern recognition apécifically the k-mean
algorithm. the main idea of this algorithm is thia¢ patterns of similar
features clustered together, and the patterns asityilis measured by
Euclidean distance between this patterns in thetipattern space, that is,
patterns that have small Euclidean distance betwesrh other is
considered to be within the same cluster, clusters represent classes of

the patterns need to be classified [Mac95].
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The Kohenen net architecture consists of two lgyarsanput layer and a
kohenen layer. These two layers are fully connecath input layer

neuron has a feed forward connection to each oldgat neuron.

X1 o1
Xi 0j

= " Winning Neuron
Xn Om

Fig (2.7) Kohenen Architecture

Kohenen network use competitive learning rule celenner takes all,
in essence, the node with the largest activatioellés declared the
winner in the competition, this nodes is the onbgla that will generate
output signal, all other nodes are set to zerwaiitin level, and this node
Is the only node that will learn from the curremtttprn, i.e. the weight
connections of this nodes will be updated [Sam99].

The learning process here is about finding the bester point for the

cluster that represent the class, this center palhbe compared with
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each input pattern to find out how close this patterm the cluster of

this point.

. V1

[

V2

Fig (2.8) Clustering process in a two dimension féare space

2.3.3 Learning Vector Quantizer Model (LVQ)

This net is a supervised learning esitam of the kohenen
network method .it allow specification of the caidggs into which inputs
will be classified .during the training phase, théput unit is positioned
by adjusting their weights through supervised tragn for that, it's
required to know the classes (categories) of thmitrg set in advanced

and make them part of the training set [Sam99].

cafegory ¥ category 2 category M

+ 4 » t 4 4

i\* */* ....... *)

x7T xn

Fig (2.9) LVQ Architecture
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The training procedure rewards the winning neufai belongs to the
correct class by moving it toward the input vectord punishes it if the
winning neuron does not belong to the correct cla$®r the training,
LVQ net classifies an input vector by assigningoitthe class of the
output unit that has its weight vector closest {mum Euclidean
distance) to the input vector [Fu94].

The LVQ architecture is the same with only one &ngxception that

some neurons may be assigned to one class [Fu94].

The LVQ Neural Net like Kohenen net architecturensists of two
layers, an input layer and a output layer. These kayers are fully
connected. each input neuron has a feed forwardcembion to each
output layer neuron, the only exception that in&wdn net, each output
node represent a class into which patterns argreessi while in LVQ net,
each class represented by several output nodeshandill increase the
performance in case there is an overlapping betwbenfeatures of
different classes [Ven93].

LVQ network learning procedure has a differencemfrordinary

Kohenen learning procedure, in essence, the t@ipatterns are known
in advance which class it belongs to, so, whenwput node is declared
to be the winner, it will be checked to see if therent pattern is been
assigned to the correct class, if it is, the wesghill be updated to move
the neuron closer to the cluster center ,if na,rtauron will be punished
and move it away from the cluster center, this esscwill increase time

of convergence to best solution[Sam99].
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Chapter Five

Conclusions and
Future Work.
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ACON  All Classes One Network

DWT Discrete Wave et Transformation
LVQ Learning Vector Quantization
OCON  One Class One Network

WT Wavelet Transformation



Central Moment
Complex Moment
Feature Vector
High pass Filter
Horizontal Coordinates
Y) Image Function
Low pass Filter
Mean Vaue of Pixels
Moment Order
Moment Order
Moment Vaue
Normalized Central Moment
Number of Features
Output of Low pass Filter

Output of The High pass Filter

Scale Parameter
Threshold Value
Time
Training Class Index
Trandation Parameter
Vertical Coordinates
Wavelet Function
f Wavelet Transformation
Wavelet transformation Sub-band
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