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Chapter One
General Introduction

1.1 Introduction

Image compression addresses the problem of redtleengmount of
data required to represent a digital image. Theetyithig basis of the
reduction process is the removal of redundant datam a mathematical
point of view some transforms converts a 2D-pixehyainto a statistically
uncorrected data set. The transformation is apphiedr to storage or
transmission of the image. At some time later, ¢benpressed image is
decompressed to reconstruct the original imagenoamproximation to it
[Gon00].

In digital image compression, three basic datamdduacies can be
identified and exploited. Image compression methodi eliminate some
of these redundancies to produce more compact tluatepreserve the
essential information contained in the image, thds@a redundancies are
[Umb98]:

1. Coding Redundancy: It occurs when the data used to represent the
image are not utilized in an optimal manner. Thattioccurs when the
gray levels of an image are coded in a way thas unsere codes than
absolutely necessary to represent each gray IEgelexample, if an 8-
bit/pixel image, which allows 256 different intetyslevels, is used to
represent a 16-color image, actually only 4-bit#bixs needed to

represent the image. In general, coding redundeanpgrfect when the
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codes assigned to the set of gray levels have et Belected to take

the full advantage of the probabilities of graydksv

2. Inter-Pixel Redundancy: It occurs because the adjacent pixels tend to

be highly correlated. This is a result of the fénett in most images the
brightness levels do not change rapidly, but chagrgelually, so that
adjacent pixels values tend to be relatively climseach other in value
(for video, or motion images), this concept carelggended to include
interframe redundancy (i.e. redundancy betweendsanf image data).

3. Psycho-Visual Redundancy: refers to the fact that some information is
more important to the human visual system (HVShtbother types of
information. For example, the HVS can only perceigpatial
frequencies below about 50 cycles per degree, aglyeh frequency
information is of little interest to us.

4. Temporal Redundancy: exits due to the similarity between the
sequential neighboring frames, this type of reduacgaexists in video

and removed by using motion estimation method [BljcO

1.2 Standard Image Compression Methods

Standardization of still images and video compssechniques has
become a high priority issue, because only a stanckn reduce the high
cost and resolve the critical problem of interopdity of equipment’s
from different manufactures [Kad02].

In the following a summary of the most commonly Wwmo

compression standards is presented.
JPEG
The JPEG format is a standard developed by Jointoghaphic Experts

Group for compressing continuous-tone still pict{eg., photographs), the

group worked under the joint auspices of Intermatiorlelevision Union
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(ITY), International standard Organization (ISQ)ddnternational Electro
technical commission (IEC). JPEG had worked tovesstdblishing the first
international digital image compression standamdcfmtinuous-tone still
image (both grayscale and color) [Kad02].
JPEG 2000

The JPEG 2000 is the next generation of still imagenpression
standard. The main advantages of JPEG 2000, cothpaHPEG, is in its
better compression ratio (high compression ratagyl its progressive
compression outpytau02].
MPEG

MPEG (Moving Picture Experts Group) is developeddnyISO/IEC
working group for developing international standarfdr compression,

decompression, and representation of moving pistanel audio [Kad02].

MPEG is used for monitoring applications where @an of high-
quality video and audio are needed, while limititige amount of
bandwidth used, relative to the quality level [LAl1I0
MPEG-1

The first finalized international standard was MREGInternational
Standard). Its goal was to produce video recordaiity output (352x240)
using a bit rate of 1.2 Mbps. The uncompressedovalene can run to 472
Mbps, MPEG getting it down to 1.2 Mbps [Kad02]. MR is basically a
standard for storing and playing video on a simgleputer at low bit-rates
(that is, requiring low transfer capacity and cansmtly, lower bandwidth)
[Lau02].

MPEG-2

MPEG-2 (International Standard) was originally desd for

compressing broadcast quality video into 4 to 6 Miater, MPEG-2 was
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expanded to support higher resolutions, includingghkDefinition
Television (HDTV) [Kad02].

MJPEG 2000
Motion JPEG 2000 (ISO/IEC) as with JPEG, can alsoused to

represent a video sequence as a series of stilb ZRIBO images. At high

compression rates, the image quality is bettergoves with MJPEG2000
than using JPEG 2000 [Lau02].

1.3 Videoconferencing Compression Standards

In the past years, a number of compression stasdade emerged
and still this number is being developed. A growmgnber of standards
were developed because of enhanced processing paveslicated
hardware, new compression technique [Aal96].

In the following a summary of the most commonly Wmovideo
compression standards is presented.

H.261

H.261 was designed for videoconferencing and vigéephone
applications over ISDN telephone lines. It usesaidyfold and simplified
MPEG-1 technique, with a focus on bandwidth congionpover image
guality. H.261 is not a standard, but a recommeodaty the
International Television Union (ITU) [Lau02].
H.263

The H.263 video coding standards is specificallgigieed for very
low bit rate applications such as video conferegcits technical content
was completed in 1995 and the standard was appriovedrly 1996. It
based on the H.261 standard with several addedurésat (like,
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unrestricted motion vectors, syntax-based arithemetoding, and

advanced prediction) [Shi0O0].
H.263 Version 2 (H.263+), (H.263++) and (H.26L)
H.263+ was approved in January 1998 by ITU-T. HR6&Iudes a

number of new optional features based on the H.2ZB8se new optional

features were added to provide improved codingiefficy, and to offer a
flexible video format and scalability. H.263++ Isetextension of H.263
and is currently scheduled to be completed in #er Y000. H.26L is a
long-term project to seek more-efficient video ewpalgorithms that will
be much better than the current H.261 and H.263dstals. H.261 and
H.263 standards include several aspects (like,enigbding efficiency,
more functionality, and low complexity permittingfsvare implementa-
tion). H.26L addresses very low-bit-rate, real tiraed end-to-end-delay

applications [Shi00].

1.4 Wavelet Transform

Wavelet transform provides a multi-scale repredentaof images
and video in the space-frequency domain. Aside from energy
compaction and decorrelation properties that fiatdi compression, the
major advantage of the wavelet transform is itereht scalability [Xio04].

Discrete Wavelet Transform (DWT) is an efficientdamseful tool
for signal and image processing applications andag adopted in many
emerging standards, starting with the new compoassstandard
JPEG2000. This growing "success" is due to theeaelnnents reached in
the field of mathematics, to its multiresolutioropessing capabilities, and
also to the wide range of filters that can be ptedi These features allow
DWT to be tailored to suit a wide range of appiimas [Xia01].
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1.5 Motion Estimation (ME) and Motion Compensation

(MC) for Video Compression

Motion estimation is the process of estimatingrtiegion of moving
objects in a video scene. It is accomplished bgrd@hing the motion by
which an object moves from one frame to the nexgiveen frame in video
sequence may be predicted from its previous frayndigplacing all the
moving objects in the previous frame by the estadahotion, this is called
motion compensation. The motion compensated fraiffierehce is then
coded and transmitted [Gal03]. Motion compensati®nan important
function of most video coding schemes, becausdloiva taking into
account the high degree of correlation usuallytexgsbetween consecutive
frames [Cap99].

Motion estimation/compensation is the standard @ggr to reduce
the temporal redundancy during the process of gpdaal-world video
sequences. Due to its simplicity, the block-matghalgorithm (BMA) has
been widely used in motion estimation [Mir02].

In the past two decades, extensive researches eogr@ucted to
develop the motion estimation techniques. Many omotestimation
techniques like pel-recursive techniques, gradienohniques, frequency-
domain techniques and block based matching tecbsiduave evolved.
Among these motion estimation techniques, blocleBasatching has been
widely adopted by international standards suchhasH.26111, H.26312,
MPEG-113 and MPEG-214 due to its effectivenessrahdstness.

Most of the proposed motion estimation algorithergitto be biased
towards achieving speed by sacrificing visual dualf lot of research
projects were motivated to find a good trade-ofileen speed and quality,

that is, to increase the speed as much as is temsiwith good visual
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results. A focus on the block-based motion estiomatiechnique was given,

since it is widely adopted in international stam$aiChu01].

1.6 Block Based Motion Estimation

Block-based motion estimation is fast, easy-to-enmnt, and
provides reasonable results across a wide rangeaqfences. Also, it has
the advantage of combining well with block-basechteques for coding
the residuals [Ser84]

The principle of block-based motion estimatiorized in most of
the video standards is that the video image franpaurtitioned into blocks,
where each block is the elementary unit. Motiomastion is performed by
matching each block in the current frame againstggon in a reference
frame to find the best match (see Figure 1.1).dp&ht matching criteria
have been used in the search region, however thienomn mean (or sum
of) absolute differences (respectively Mean AbsoDifference (MAD) or
Sum Absolute Difference (SAD) by using one of thessching criteria,
the best match can be located [ChuO1].

Target block

Currant frame
search area Eeference
frame

Figure (1.1) Corresponding blocks from a current and reference frame,

and the search area in the reference frame.
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1.7 Related Works

1. Meyer, et al (1997), [Mey97], they aimed to constrian
algorithm for motion compensation of wavelet cagéints by
using block matching techniques, the results o prediction
method showed higher PSNR, and better perceptuaityjuThe
algorithm works directly on the wavelet coefficienand the
researcher recommend it to be successfully useddwoelet based
very low bit rate video coding.

2. Liu, et al (1998), [Liu98], they introduced sevebédck-based fast
motion estimation methods for video compressiono thasses of
algorithms have been summarized. The three steprsakyorithm
and once at a time search algorithm were examilued)avith the
improvements. The advantages of each algorithm \gamen in
terms of motion estimation computational complexity

3. Xiao, (2001), [Xia01], his project studied imagergmession with
wavelet transforms. As a necessary backgroundydbe concepts
of graphical image storage and currently used cesgion
algorithms are discussed. The mathematical pragzedi several
types of wavelets, including Haar, Daubechies, liotthogonal
wavelets are covered, and then analyzed the cosipneesults to
compare the wavelet types, then found that thethmgonal
wavelet gave a good compression results than trex otpes.

4. Kadhim, (2002), [Kad02], her project was aimedreeistigate the
performance of the H.263 video compression. Sheldped all
the required programs. Also, an adaptive mechaniaaproposed
and implemented to handle the time delay assocmatddsome
estimation methods. The proposed speed up mechdragmnot
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significantly affected the compression efficiencydaimage
quality.

5. lbraheem, (2004), [IbrO4], he introduced an imagengression
system based on wavelet transform coding. In higept, some
additional coding techniques were Iimplemented suah
Differential Pulse Code Modulation (DPCM), and $Hsboding
to improve the compression performance. His testlte indicated
that the degradation in image quality was kept esmum loss as
possible (i.e. got minimum MSE with good PSNR (fradto 40),
and G from (2 to 5)).

6. Kotteri, (2004), [Kot04], had designed and impleteenimage
compression by using biorthogonal tap9/7 DWT andopemed
guantization on wavelet coefficients. He utilizelle t fidelity
measure (MSE and PSNR) to asses of quality of tmepcessed
image. To avoid wasted in computation he improveieficy of
the filter bank.

7. Piella, (2005), [Pie05], they presented a new clafsadaptive
wavelet decompositions that can capture the doeatinature of
picture information. This method exploited the prdpes of built
lifting structures able to choose between differeptlate filters,
the choice being triggered by a local gradientefinput. In order
to discriminate between different geometrical infation, the
system makes use of multiple criteria, giving rise multiple

choices of update filters.

1.8 Aim of Thesis

This research work aimed to design and implementvideo

compression scheme that based on utilizing botheleavransform (to
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compress anchor frames) and inter-block correlatibat based on
enhanced the performance of motion estimation gyaghich in turn will
speed up the inter-frame compression stage.

In the proposed work, wavelet transform (TAP9/7planned to be
utilized in addition to some other coding techngjughose implementation
require low-complexity computation power.

Also, in this work an enhancement version of OTSiomoestimation
iIs proposed, the enhancement is based on utilitiegbenefits of the
existing correlation between the motion vectorthefadjacent blocks. This
method was implemented to speed up the motion asamtask, and to

preserve the quality of the coded image.

1.9 Thesis Layout
Beside to this chapter the remaining érthesis consists of the
following four chapters:

 Chapter Two: this chapter discusses the image and video

compression techniques in details, including wauegssform, and

the methods of motion estimation.

» Chapter Three: this chapter includes in details the designed and

implemented video compression models. All the dgved
algorithms that used in this research work areqmiesl.

» Chapter Four: this chapter contains the results of the conducted

tests on some samples of movies that used as #stiat in this
work. The used performance criteria are the figehteasures
(MSE, PSNR) beside to compression rations.

* Chapter Five: this chapter includes the derived conclusions and

some suggestions for future works.

-10 -



Chapter Two
Image and Video Compression

2.1 Introduction

Image compression had been pushed to the forefbthhe image
processing field. This is largely a result of tlagid growth in computer
power, the corresponding growth in the multimedexrket, and the advent
of the world wide web (WWW), which makes the inttreasily accessible
for every one. Additionally, the advances in videchnology, including
high definition television, have been created a aleafor new, better and
faster image compression algorithms.

The increasing demand to incorporate video data telecommunic-
ations services, the corporate environment, therembment industry, and
even at home had made digital video technologycessety. A problem,
however, is that still image and digital video dadées are very large,
typically in the range of 150Mbits/sec. Data ratéshis magnitude would
consume a lot of bandwidth, storage and compugsgurces in the typical
personal computer. For this reason, video commestandards have been
developed to eliminate picture redundancy [Arr97].

The development of compression algorithm had stantigh certain
applications to two-dimensional (2D) still imageSince video and
television signal consists of consecutive forms iofage data, the
development of compression methods for 2D stilladiat of paramount
importance. After the development of some still gmacompression

methods, they were extended to video (motion ing@didmb98].
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2.2 Classification of Compression Techniques
Compression of digital data is based on various prdgational
algorithms, which can be implemented either byvgafé or by hardware.
There are two primary types of image compressiorthaus: Some
compression methods preserve the data, while tiex atiows some loss of
data. Therefore, compression techniques are akasifto two categories
[Umb98]:
1. Lossless compression methods.

2. Lossy compression methods.

2.3 Lossless Compression Methods

Lossless compression techniques provide the gtesrdahat no pixel
difference will occur between the original and tezompressed image, in
other words lossless schemes result in reconsttudéga that exactly
matches the original. It is generally used for aggpions that cannot allow
any difference between the original and reconstdiaiata. The most
popular lossless compression methods Hngffman coding, Arithmetic
coding, S-shift coding, and Run length coding, [Avc02].

2.3.1 Huffman Coding

Huffman coding was developed by D. Huffman in 19%2&s a
minimum average length of codewords. This neamagdity occurs when
the statistical distribution of the gray levels gtlhistogram) is given.
Huffman algorithm generates a code that is as cas@ossible to the
entropy (minimum bound) of the distribution.

This method results in eariable length code, where the codewords
are of unequal length. For complex images, Huffroading alone will
typically reduce the file by 10 to 50% (1.1:1 t&:1), but this ratio can be

-12 -
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improved to reach 2:1 or 3:1 by preprocessing foe tirrelevant
information removal [Dra06] [Umb98].
The flow of Huffman algorithm can be described bg following five
steps:
1.Find the gray-level frequency of occurrence (hisang), and then
determine the probability density function (PDF).
2.0Order the PDF values (or histogram magnitudes) femmallest to
largest.
3. Combine the smallest two by addition.
4. Goto step 2, until only two probabilities are left.
5. By working backward along the tree, generate codalternating
assignment of (0O and 1).

2.3.2 Arithmetic Coding

This type of coding was introduced in 1976. It gssivariable length
codes to variable length blocks of symbols. Becausmes not require
assignment of integer length codes to fixed lermtitks of symbols, the
average bit length required for the codes can ampronore closely the
lower bound or (the entropy) of the symbols. Therefit achieves higher
compression rates than other variable length codimgthods.
Implementations of arithmetic coding are very caogibd and need to
overcome the precision problem. The other disadgenis its decoding
speed [Chr00].

2.3.3 S-Shift Coding
The idea of this method is to encode the sequehcrmumbers by
codewords whose bit length is less than the bgtlenequired to represent

the maximum value of the sequence of numbers twoked. The numbers

-13-
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whose values are large may splitted into a sequeincedewords, by using

the following formula:

Where:
X is the number to be coded.

n is thenumber of codewords that used to encode the nuMber

W,, is the lowest value which cannot be coded by usangingle

codeword.

W, is the value of the last codeword used to eneode

The values of W, W,, and nare determined by using the following

equations:
Win = 2 =1 oo, (2.2)
W= XmMod Wy oo (2.3)
N =X AIV W e (2.4)

Where b is the number of bits used to represent saggle shift
codeword.

The performance of Huffman coding and shift codang better when
the sequence of numbers has a histogram whose shéoghly peaked.
The performance of shift coding is better than H#h and arithmetic

coding when the histograms have long tails [Ib®&dn00].

2.4 Lossy Compression
In order to achieve high compression ratio for thses of complex

images lossy compression methods are required.yLassnpression

-14 -
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provides tradeoffs between image quality and degre&€ompression,
which allow the compression algorithms to be custeoh to the
application. The lossy compression methods aréd#ses of the available
tools for compression algorithm development, anelytprovide a wide
variety of compression ratios and image quality. gieneral a higher
compression ratio results in a poorer image, lagsypression could be
performed in both the spatial and transform domaihe most popular

lossy compression methods are [Umb98]:

Predictive Coding.
Quantization.

Transform coding.
Sub-band Coding.

Fractal Image Compression.

ok N RE

2.4.1 Predictive Coding

Predictive coding uses a set of known pixels thatvipusly
transmitted, to predict the current pixel. Whenphediction model is good
then the difference between the prediction andattteal pixel value can be
transmitted or stored more efficiently than theuattpixel intensity. The
simplest predictive coding is the differential pul€ode modulation
(DPCM). Differential pulse code modulation uses @del of pixel
statistics to determine the prediction coefficieint®rder to minimize the
squared error of the pixel prediction [Smi92]. Thader predicts that the
next pixel has the same value as the previous .pixetn, the predicted
value is subtracted from the actual value, and difierence is coded.
Higher order predictors use more than a single piast in the prediction
[Til94].

- 15 -
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2.4.2 Quantization

Quantization involved in image processing. Quatitzatechniques
generally compress a range of values to a singkntgm value. By
reducing the number of discrete symbols in a gisgeam, the stream
becomes more compressible. There are number otigaion methods:
1. Scalar Quantization (SQ)

Scalar quantization is used to reduce the numbditsfneeded to
store a set of real numbers. This can be donebglidg each number
by a quantization factor and rounding it to therastinteger before it is
stored. To retrieve the number again, the storedntged integer
(quantization index) is multiplied by the quantiratfactor again. This
step is not lossless, because the retrieved nuddssn’t have the exact
values of the originals, the degree of closenepgerm#s on the value of
quantization factor [Aal96].

2. Vector Quantization (VQ)

In the recent years, vector quantization (VQ) hesnfound to be an
efficient for image compression in comparison witle old classical
scalar quantization (SQ) techniques. Vector quahbm is a lossy
compression method. It uses a codebook containiej patterns with
corresponding indexes on each of them. The maia afeVQ is to
represent arrays of pixels by an index in the cod&bIn this way,
compression is achieved because the size of tlex iisdusually a small
fraction of that of the block of pixels.

The main advantages of VQ are the simplicity ofidlsa and the
possible efficient implementation of the decoderordbver, VQ is
theoretically an efficient method for image comgies, and a superior
performance will be gained for large vectors. Hoarewn order to use

large vectors, VQ becomes complex and requires ncamputational

-16 -
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resources (e.g. memory, and computations per pixelprder to
efficiently construct and search a codebook. Meszarch on reducing
this complexity has to be done in order to make &@ractical image
compression method with superior quality [Xia01].

2.4.3 Transform Coding (TC)

The fact that pixels are highly correlated withitheighbors also
suggests that pictures contain an important logtfesmcy component.
Transform coding methods utilize this fact by tfansing the image into
the frequency domain, followed by efficient codimg the resulting
coefficients. Since most of the higher frequencsnponents lack energy,
they can be coded with fewer bits or eliminated pletely. Various fast
algorithms were developed to perform the necessegsformations
[Til94].

1. Fourier Transform
2. Cosine Transform.

3. Wavelet Transform.

2.5 Wavelet Transform (WT)

During the last decade, a number of signal prongsapplications
have emerged using wavelet theory. Among thesacaipins widespread
developments have been occurred in the area ottdatpression. Wavelet
techniques have demonstrated the ability to prowioteonly high coding
efficiency, but also spatial and quality scalabifeatures [ShiO0].

The importance of wavelet comes from its abilitydecompose the
image data into multilevel of independent informatwith changing the
scale (like a geographical map in which the imags hon-redundant

information due to the change of the scale). Dugdwoelet transform every

-17 -
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image will be transformed in each level of deconipws to a one low

information sub-image and three detail sub-imageagathe horizontal,

vertical and diagonal axis of image, as shown guFfés (2.1- 2.2- 2.3).
Also the low information image can be decomposéad amother four sub-
images. This approach of decomposition processgesws with a number
of unrealizable features in the original image, chhappear in their levels
after the application of wavelet transformation., 8oe wavelet can be
regarded as the most efficient transform that dgalith image, sound or
other patterns since it provides a powerful timegttrency representation
[Gon00].

m=2 m=12

]

Low Horizontal
resolution orientation
sub images | sub umage at
{LL2) m=2 (LH2) Resolution m=1
Horizontal
Vertical Diagonal Orientation Sub-image
orientation orientation (LH1)
sub image at | sub image at
m=2(HL2) m=2 (HH2)
Resolution m=1 Resolution m=1
Vertical Diagonal
Ortentation Sub-image Orientation Sub-image
(HL1) (HH1)

Figure (2.1) The subbands of wavelet decomposition.

The WT is a family of transforms that satisfies gfie conditions. It
iIs a transform that has the two basic mother fonsti(shifting and
expansion). To satisfy the conditions of a WT, fikers must reconstruct
the signal (or image), which means that any digtorintroduced by the

forward transform will be canceled in the invensmsform [Umb98].

-18 -
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(a) Original image. (b) Its wavelet decomposition.

Figure (2.2) The original image and its wavelet subbands after one
decomposition Level.

(a) Original image. (b) Its wavelet decomposition.

Figure (2.3) The original image and its wavelet subbands after two
decomposition Levels.

2.5.1 The Lifting Scheme

The lifting scheme is an efficient implementatioh @ wavelet
transform algorithm. It was primarily developed asnethod to improve
the implementation of wavelet transform, and thewas extended to a
generic method to create the so-called second-gememavelets. Second-
generation wavelets are much more flexible and pvahan first

-19 -
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generation wavelets. It is shown that any disoneteelet transform can be
done through a finite number of lifting steps. 8w lifting scheme is an

implementation of the filtering operations throumlsequence of phases. It
can be described in three phases, namely: SplgepHredict phase and
Update phase, as illustrated in Figure (2.4) [Mdh05

Even values
e A\ » c[n]
Xe[N] '&T/
X[n] v
I nput Odd/Even P U
Signal Split (Predicate) (Update)
[n] R
Xo[N
° =) » d[n]
Odd values

Figure (2.4) Lifting scheme transform.

In thesplit phase the original data is partitioned into 2-subbartts:
first subband contains the samples of odd indiced the second one
contains the samples of even indices. phalict phase (P) is applied to
obtain the coefficient of the high frequendyK) subbands details (these
coefficient are called wavelet coefficients), ahé purpose of this step is
to predict values of the even samples based ornvdhees of the odd
samples. After the predict step, thpdate phase (U) is applied to obtain
the coefficients of low frequencyLF) subband by making the average
value of the output of low-pass coefficient equathe average values of
the original input data. So the purpos€df is to update the even samples
by using the previously calculated detail (wavelebefficients [Pay05]
[Vra04].

-20 -
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2.5.2 The Integer Wavelet Transform (TAP 5/3)

Wavelet transforms operate on integer values tauywe integer
valued wavelet coefficients. Integer wavelet transls have been
effectively used for lossless compression of imadgbke results of the
invertible integer wavelet transforms are integehjle the computations
are done with floating point numbers. Rounding eflitér output to an
integer value, a transform that maps integers tegers can be obtained.
This kind of transform is named IWT which is basedthe Lifting Scheme
(LS) [Dro01].

2.5.3 Float Wavelet Transform (TAP 9/7)

The (9/7) biorthogonal filter was chosen as theisasdf the
JPEG2000 lossy image compression standard for stiiges. The
coefficients of this filter are given as floatingipt numbers. The float
filters can be lifted (factorized) in order to sgag the convolution step. It
Is primarily suited to high visual quality cpression. The use of
floating-point arithmetic in the DWT, and thassociated rounding
errors, make it unsuitable for strictly lossecompression [MahO5].

Let us denote a row of pixels in a tile by, PB.;, through R.
Because of nature of the wavelet transforms, agieels with indices less
than k or greater than m may need to be used. M floating-point
wavelet transform is computed by executing foultitig" steps followed
by two "scaling" steps on the extended pixel vall&gsthrough B, . Each
step is performed over all the pixels in the tiefdre the next step starts
[Sal02].

The transform is computed as follow (the symbé&i"“means takes
the value of) [MahO05]:

-21 -
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step 1: X(k¥X(k) + a[X(k-1)+X(k+1)], for all odd k in the rangetk< K.
step 2: X(k¥= X(k) + B[X(k-1) +X(k+1)], for all even k in the range<@<K.
step 3: X(k¥= X(k) + y[X(k-1) + X(k+1)], for all odd k in the range £k< K.
step 4: X(kK¥=X(k)+ 9[[X(k-1) + X(k+1)], for all even k in the range<k<K.
step 5: F(k¥ X(k)* ¢ , for all odd k in the range<£k< K.

step 6: F(k¥ X(2i)/ ¢ X(Kk) , for all even k in the rangetk< K.

The values of X beyond [0, k] have been generatediding mirroring

method.

The values of coefficientf, 3, y, o, &} are listed in Table (2.1)

Table (2.1) Lifting coefficients of 9/7 biorthogonal analysis filter

Coefficient Value
a - 1.586134342
B - 0.05298011854
y 0.8829110762
0 0.4435068522
& 1.230174105

The inverse transform implies same alsieps but they arranged in
reverse order and the coefficients({-3, -y, -0, 1£} are used instead of

their correspondd, (3, v, 9, &}.

2.6 Video Compression

Video compression had attracted considerable aitemiver the last
decade. In recent year, video compression had glayetal role in data
storage and transmission. Several standards faeovabding have been
established, such as those of the Motion PictungeExGroup: MPEG-1
and MPEG-2, H.261, and most recently H.263. Theeelarge redundancy
in any video sequence that has to be exploitedMeyyeefficient video

coding scheme. Most of the popular compressionsekeare involved
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with the removal of the spatial and temporal redunoies [Soo01] [TurO1]
[Scha7].

1. Spatial redundancy: refers to the correlation present between differen
parts of a frame. Removal of spatial redundancyethe involves
looking within a frame. The spatial redundancy lafthe prediction
error is commonly reduced by a transform coding quantization.

2. Temporal redundancies: is found between successive frames of a
video sequence. A lot of information present imaarfe is also present
in the frame that preceded it. Hence, removal athstemporal
redundancy involves looking between frames by cesging frame
differences instead of complete frames. Usuallye temporal
redundancy is usually reduced by motion-compensptediction of

the current frame from a previously reconstructade.

A higher compression rate is achieved by predictipatial frequencies

using motion estimation (ME) and compensation (N&Chniques [Lag03].

2.6.1 Video Compression Technologies
Video compression technologies can be divided twtbgroups:
1. Inter frame compression technologies

2. Intra frame compression technologies

Table (2.2) below describes the main algorithmsefach group and its

main characteristics.

Table (2.2) Compression Technique

Inter Frame Intra Frame
Technology | MPEG-4 Main Profile,
Name H.263+MPEGx | ‘'vavelet M_JPEG
Use both spatial
redundancy and
temporal redundancy

Main
Characteristics

Use only spatial
redundancy
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The main characteristics could be summarized byfdahewing two
remarks:
1. Using onlyspatial redundancy means that each frame is compressed
separately.
2. Usingspatial redundancy together with temporal redundancy means
utilizing the similarity between consequent framasd motion

estimations.

In order to better understand the differences deeiquality between
the different compression algorithms, it is impattao review the
conceptual differences between inter and intra érafgorithms.

I nter-frame processing is the key to exploit and reduce thepteal
redundancy in digital video compression (i.e. mitig the similarity
between consequent frames by motion estimatiorsshpbral redundancy
exits due to the similarity between the sequemt&ghboring frames. In
video compression, knowledge of motion helps tola@kphis similarity
and remove the temporal redundancy between neigigodrames in
addition to the spatial redundancies. Motion edtioma(ME) or motion
compensation (MC) are the basic approaches todirichnd represent the
motion between frames. These techniques are widshd in video
standards (including H.26x and MPEG) to achievéhldgta compression
rate.

Compression algorithms, such as MPEG-4 main praiild H.263+,
use temporal redundancy as well as spatial redwyd&ctually, it means
that compression algorithms process subsequenefrand estimate the
motion within the frames. Then the algorithm codedy the difference
between the frames instead of the whole frame. ddusng method results
in higher video quality per given bit-rate, sinbe given bit-rate is used for

representing a smaller amount of video data ietrame difference).
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Intra-frame compression algorithms process each frame separatel
without analyzing the correlation between consetjfimes (using only
spatial redundancy). There are different kinds ompression methods
applied for processing the frame and creating goamtrrepresentation of it
(either by filters — Wavelet, or by a DCT transforM-JPEG) [Nic03].

2.6.2 Video Coding Structure

The video coding structure is build from the anggji video data
which represented as sequence of frames, mosteoivéll known inter-
frame compression techniques divide the whole fam®® two types, the
first type consists of thanchor (reference) frames, and the second type
consists of theestimated frames, as shown in Figure (2.5). The Anchor
frames are compressed independently and separatélyout any
considerations to the correlations may exist withie neighboring frames,
while the estimated frames are compressed usingomatstimation
methods, which encode the estimated frames acgptdithe correlations

with the neighboring anchor (reference) framed)(%

/ Estimated

Frames

Anchor
frames

Figure (2.5) Video coding structure
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2.6.3 Motion Estimation (ME)

Motion estimation (ME) is a powerful method utiltzan a variety of
video processing systems. Many methods have beeeloped for
different applications over the last 30 years,udahig motion compensated
(MC) filtering for noise reduction, Mrediction for coding, and MC
interpolation for video format conversion (MC-VFC) [Haa00].

Motion estimation is computationally intensive, lifpivotal to the
success of video coding. A good motion estimatilgor@thm can lead to
efficient reduction of the temporal redundancieg arfast implementation,
which is essential to real-time video coding apmlmns, this is
accomplished by estimating the displacement betwesnes of picture
elements, which may be either uniformly sized b&ok individual pixels
[Chu98] [Zak93].

2.6.4 Block-Based Motion Estimation Methods

Block-based motion estimation methods are the numbular
methods for motion estimation because of their Boip and ease of
implementation. The block matching is seemingly dus®y the video
compression standards because it can achieve a lgmladce between
complexity and coding efficiency. It involves fimdj a candidate block in a
specified search area, in the previous frame thanhast similar to the
current block in the current fram&he block matching method can be
categorized into frame based block matching andceabbpased block
matching method. There are many ME techniques usadadays, the
conventional frame based block matching technigumnsidered to be the
full search or exhaustive search. This techniqueftisn used for motion
searching in relatively small search ranges duhéoheavy computation

and extension data fetching between the frame baffd ME [Soo01].
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In the last decade, many fast-searching algorithrage been
developed the choice of an algorithm for motionnestion is governed by
the ‘speed-quality-bitrate’ tradeoff. A good algbm is one that has a low
computational complexity, provides a high qualifynmtion compensation
and also ensures that the bit-stream is as smptssble.

There are a large number of different near-optisealrch algorithms
for block based motion estimation. These includ&$A]:

1. Once-at- a Time Search (OTS).
Three Step Search (TSS).
Two-D Logarithmic Search.
Four Step Search (FSS).
Orthogonal Search.

R e

Cross Search.

However, most of these fast hierarchical algoritluss the origin of
the searching window as the initial search cenéed they have not
exploited the motion correlation of the blocks agpahe same image
moving object [Jie99].

In matching criteria, the ME scheme have to usdtaria to search
for. Most ME schemes look for a minimum mean squarer (MSE), and

the sum of absolute errors (SAE) between blocks(At.

A. Once at a Time Search Method (OTS)

This is a simple and effective way of trying todia point with the
optimal block. During the horizontal stage, themoon the horizontal
direction with the minimum distortion is found. Thestarting with this
point, the minimum distortion in the vertical ditien is found [Tura98].
OTS consists of estimating the motion on the X dyisearching for the

position of the least error (i.e. best sum of absodifference (SAD)) on
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the considered point and the left and right poiiitse point with lowest
error is taken as the result of the present sthp.pFocess is repeated until
the minimum becomes the central examined pointstt@ch area. Then,
the process is repeated on the Y axis, examini@gphand down points, as
shown in Figure (2.6), [Zan92], [Shi00].

46'5'4'3'2'1 +1?§1+3H+5'6 +6_-e._5-4_'3_::_'. 41 43 +E 4 45 4l
. i s
" ?E o
+ f +3
+ }-§< +z {5}
+1 }-‘T< +1 };\
e . “
(DY) TN
-1 d -1 =)
] P
-z -2
= -3
-4 -4
-5 -5
s L]
Match is found at position Match is found at position
[+2,+6] [-3,+1]

Figure (2.6) OTS Method

Figure (2.6) above illustrates the OTS finding poss of minimum
distortion. In the left example the position of mmum distortion is at
[+2,+6] and in the right example it is at [-3,+1].

B. Three Step Search Method (TSS)

This algorithm was introduced by Koga et al in 198 became very
popular because of its simplicity, robustness adt wptimal performance.
It searches for the best motion vectors in a cosrdene search pattern.

The algorithm may be described as [Tura98]:
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Step 1: An initial step size is picked. Eidghdcks at a distance of step
size from the centre (around the centre block)pcked for
comparison.

Step 2: The step size is halved. The centmoMed to the point with the

minimum distortion.

Steps 1 and 2 are repeated till the step size éfjuah particular path
for the convergence of this algorithm is shown iguire (2.7).

|
L
o
&
=
[
b

e
s

Figure (2.7) TSS method

The Three Step Search (TSS) converging on a postianinimum
distortion at [+2, +6].

C. Two Dimensional Logarithmic Search (TDL)

This algorithm was introduced by Jain & Jain arotinel same time
that the three step search was introduced, andoselg related to it.
Although this algorithm requires more steps tham ttiree step search, it
can be more accurate, especially when the seanmstow is large. The

algorithm may be described as follows, [Tura98]:
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Step 1: Pick an initial step size. Look at the klat the centre of the
search, and at four positions at a distance (s) ttee centre, and
located on the X and Y axes.

Step 2: If the position of best match is at thetigerhalve the step size. If
however, one of the other four points is the beatcim then it
becomes the center and step 1 is repeated.

Step 3: When the step size becomes 1, all the bimeks around the
center are chosen for the search and the best athemg is

picked as the required block.
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Figure (2.8) TDL method

Figure (2.8) above illustrates the 2-D logarithn{iEDL) search
converging on a position of minimum distortion. Tip@ints [0,+4],
[+4,+4], [+6,+4] are the minima at each stage andlly [+7,+4] is chosen

as the matching block.
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A lot of variations of this algorithm exist and yheiffer mainly in the

way in which the step size is changed.
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Chapter Three
Proposed Video Compression System

3.1 Introduction

In this chapter the layouts of the two proposece@iccompression
schemes are investigated and the implementatiqs ste illustrated. The
first video coding scheme the video frames are laheither as still
images or by applying motion compensation. Whil¢éhes second scheme
the interpolation coding method is implementeddadie some frames lay
between two successive anchor frames.

Anchor frames are compressed by using wavelet foems the
wavelet coefficient are quantized and finally codigdusing some entropy
encoders.

In this research work, the standard method OT&dultion to a new
designed method are used to determine the motiotowvef the blocks.
The new motion estimation method (MOTS) can be idened as a

modified version of the standard OTS method.

3.2 Media File

The multimedia file thatised in this research project as uncompress
media file is the Audio/Video Interleaved (AVI) dil The established
system takes an AVI file as input media file andduce a compact file
that represents the compressed video file.

Microsoft AVI file format is a Resource Interchangée Format
(RIFF), it is used with applications that captwedit, and play back audio-

video sequences. In general, AVI files contain iplétstreams of different
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types of data. Most AVI sequences contain both @adid video streams.
See appendix-A (AVI file format).

In this project the audio had been separated fleanvideo by using
(VCDCutter ver. 4.04program, then only the video sequences have been
used, they consist of a sequence of frames (biimages). Each bitmap
(BMP) image consists of two parts header and diagagolor of each pixel
in the image consists of three color componentsl (Rireen, and Blue).
See appendix-B (BMP file structure).

3.3 The Proposed Compression System

In the proposed work, the loaded video frames th@en coded in two
different ways: reference or anchor frames compoasgintraframe
coding), and motion estimation or compensation rgdiSee figure
(3.1).The compression method based on intrafrangingois used to
remove the spatial redundancy. In this researchkwthe wavelet
transform, hierarchal scale quantization and stuiling methods have
been used to encode the anchor frames. While tke frames are
compressed by using interframe coding, this is dbase® removing the
temporal redundancy by implementing block motiotinegtion method.
Two different methods of motion estimation (ME) kaveen considered,
the first one of them is the standard OTS method #he other is a
modified (enhanced) version of OTS method, the psed modification is
based on the idea of arranging the steps of OT8&adstsuch it is capable
to utilize the benefits of the existing correlatiogtween the motion vectors
of the adjacent blocks. So the second method lisd;al modified once at a
time search (MOTS) method.

Two video coding schemes were implemented. Theermdiffce

between the two schemes is the use of interpolgirocess, where the
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second scheme implies interpolation process todmsome intermediate
frames, between successive reference frames, whitee first scheme no
interpolation was utilized. Both schemes contaia toding processes:

anchor frame compression (AFC) and motion estimatiE).

Reconstructed
Video Frames

|

Uncompress
Video Data

|

| I | I
: ! |
I ! I
I L I
| I | I
I L I
| I | I
I L I
| I | I
I I I
Load Frames !
: ! . Interframe , Output |
|
[ Get Anchtf Frame : : - .
: I : Comp ress Rest I
: Output * Intraframe Lo Frymes :
I b Intratrame N :
I oy * Output |
I Get Rest | Frames ! I |
: 4 : | Cumpre'%s Anchor |
I I
! & Interframe Lo Frpme |
: Qutput ;! I
I .
| ! 1+ Compres Video Data :
I I I
lmmm e = 2 g
L
Compress Data

Figure (3.1) The proposed system structure

3.3.1 The First Video Coding Scheme (without interpolation)

As shown in Figure (3.2), the proposed video codsygtem
compress the input video sequence as grotipames (each group consist
of N-frames). The first and last frame, in the groare compressed as still
images (intra frames), while the in-between frammescoded using motion

estimation methods.
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Intra-frame
Load the Select method Geet Frame 0™ (T
AVI ! dataof N |  of mofi » | 4
file ala o *  olmohon * (1" Anchor * Anchor Frame
frames estimation Frame)
Intra-frame Inter-frame
Compress Get the (N-1)" Compute motion Get the next
Anchor [ (2nd Anchor vector of each [+ (N-1)12
Frame Frame) block in the frame Frames
Inter-frame
Get the 1ast (N/2) Compute motion
¥ frames before the *  vector of each * Coded

(N-1)™ frame

block in the frame

File

Figure (3.2) The structure of the first proposed video coding
scheme

The system flow is illustrated by the following magteps:

1. As a first step, the system will load the headeA¥f file, and encode

its necessary contents (i.e. header compresside) atducing the

unnecessary information.

2. Load the data of a group of N-frames, the firstrieain the group is

considered as an anchor frame (AF), and it is cesgad by using

wavelet transform, hierarchal uniform quantizatioDPCM, shift

coding.

3. Then one of the two adopted motion estimation (OWIS,TS) method

Is applied to encode the next sequence (N-1)/2dsamhe determined

motion is done relative to the previous anchor f'am

4. Get the second anchor frame (the last loaded Viideoe in the group)

and compress it as still image, by using waveetgdform.
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5. The frames sequences, starting from N/2 to N-2caded by applying
the same motion estimation method but relativeht gecond anchor

frame.

For example, if the size of the frame group wagmak? frames, then
the ' and 12 frame are considered as tHéand 2?anchor (references)
frames, respectively. Then the frames (2-6) areedaagsing ME method
relative to the first anchor frame (AF), while thames (7-11) are coded

relative to the second anchor frame (AF), see &édGr3).

_ JFirst 5 Estimated frames
\\ depend on first AF

’\‘S‘ Last 5 Estimated frames
depend on second AF

Anchor
frames

Figure (3.3) The types of coded frames by using the

first proposed scheme

3.3.2 The Second Video Coding Scheme (with interpolation)
Figure (3.4) illustrates the proposed system gtrecafter adding
the interpolation coding method to improve the eystcompression
performance by extending the number of frames caod#édn each group
of frames or pictures (GOP). The interpolation psxcis applied by using

the following linear interpolation method:
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)= (1 JA G ALy, e

Where,
lj is the {" interpolation frame {j=1, 2, 3,..., M}.
M is the number of interpolated frames.
A represents the first anchor frame.

Ai;1 represents the second anchor frame.

Intra-frame
Load the Input Select m
AVI data of N number method of GetstFramc 0 Compress
file ' fames | | ofIF | | motion | | (1" Ancher » Anchor Frame
(m) estimation Frame)
Inter-frame
Compute .
mobion Get the Compute Compute motion (et the next
estimation for — nextk™ |« interpolation estimation for ¢ k" Frames  [*
frames with IF Frames frame (TF) () frames with AF
Intra-frame Inter-frame
Get the (N-1)" Compress Get the last k™ Compute motion
> (an Anchor *  Anchor ¥ frames before »  estimation for [
Frame) Frame (N-1)™* frame frames

Coded
File

Figure (3.4) The structure of the second proposed coding
scheme
The system flow is illustrated by the following rmagteps:
1. As a first step, the system will load the headerAM file and
encode its contents (i.e. header compression) a#gucing the

unnecessary information.
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2. Load a group of N-frames, the value of N is preugdi by the user.
3. The first frame (anchor frame) is compressed dsl ansage, (i.e. by
using wavelet transform).

4. The involved computations of the adopted motiomesgion (ME)

method are performed on the next sequdnsc(N —M - 2) frames,

7 (M +2)
where M is the number of interpolated frames. Thti& of M is
predefined by the user. The determined motion ve@e computed
relative to the previous anchor frame.

5. Get frames that have count numbezi(N-1)/(M+1), where ¥i<M,
represents the index of the interpolated framesenTHind the
difference images produced by subtracting the &shsul
interpolation frame from their associated actuanfes. These
difference images are coded as still images (bygusvavelet
transform).

6. Get the next sequence of k frames and compress tisemg the
adopted ME method relative to the nearest intetwidrame (IF).

7. Repeat step (5) for the next sequences of k fraithesaching the
last k frames in GOP.

8. Get the second anchor frame (i.e. the last load#gbvirame), then
apply the ME on the last k sequence of framesiveldab the second

anchor frame.

The whole sequence of video frame will be dividetbigroups of
frames, each group consists of N frames (in thikwtovas taken either 22
or 34 or 45). The first and last™Nrames in the group are considered as
anchor frames, while the frames whose index islij{M+1) (where M is

the number of interpolation frames in the groupd ams the index of the
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interpolation frame, it takes the values 1,2,....M}e aoded using

interpolation, see equation (3.1), relative to thw anchor frames, the

number of interpolation frames (M) depends on ike of the group. The

remaining frames in the group are compressed bpgushe motion

estimation relative to the nearest anchor frameB) (&r interpolation

frames

(IF). For example, if the group size wasrak4 frame, and two

interpolation frames are used, then the frames) (@€ coded using ME

method applied relative to the first anchor framA&)( while the last five

frames
anchor
motion
(3.5).

Anchor
frames

(29-33) are coded by using ME method redativ the second
frame (AF), the remaining 20 frames are cesged by using

estimation relative to the two interpolativames (IF), see Figure

First 5 estimated frames

\(" depends on first AF

Estimated frames

_ depending on the

first interpolation
frame

Estimated frames
depending on the
— " second interpolation

frame

Last 5 estimated frames
depends on second AF

-

-

Interpolation
frame

——

Figure (3.5) The types of the coded frames by using the second
proposed scheme
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3.4 Compression of Anchor Frames

Figure (3.6) illustrates the steps of the intraftacompression scheme.

R= Wavelet-Based |
Encoder To
Load Color G
Anchor o Tmage » Decomposition o Wavelet-Based | | Compression
Frame Data Encoder
i
& Wavelet-Based | siream
Encoder
a. General structure
LL Umi.‘om.l .| DPCM N s Compression
Quantization > » —
Coding output
Col Wavelet LA :
olor LS — .
c t —| Transform HL Hler.archal Shift .
(Ignépt:rle]% s Uniform ) | Comprmtsmn
= (TAP97) | ™ | Ouantization Coding outpu

b. Wavelet Based Encoder

Figure (3.6) The compression scheme for anchor frames

The video frames are 2D matrices, each elemensistsnof three
numbers; one for each color component (i.e., regkery and blue
components). The involved steps of the establistedpression scheme
are summarized in the following:

1. Load image data: as a first step the image ddteaded.
2. Color decomposition: in this step the image datadmcomposed into
three matrices, each matrix holds the values @fisioolor component

(red, green, blue).
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3. Wavelet transform: in this step the wavelet transfas applied on
each color matrix, individually, to get four subldan(LL, LH, HL,
HH) for each color band. The goal of wavelet analys to map the
image data into alternative representation in whiehimage data is
decomposed into subbands each hold certain kindinmdge
information; such that most of the image informatienergy is
concentrated in the lowest frequency subband (&hyl in a few high
frequency coefficients. Such kind of data decontpmsireduces the
image data correlation and provides a useful datatsire.

4. Quantization: a uniform quantization is appliedtoa WT coefficients
to reduce the number of bits needed to represpptoaimately, the
coefficients.

5. Predictive Coding: the DPCM method is applied amiythe quantized
coefficients of the (LL) subband, this coding stakes the advantage
of the fact that the adjacent coefficients are lyigiorrelated, which
means that the difference between adjacent pisetgpically small,
and consequently, it will need a small number ¢ to represent it.

6. Integer Mapping: the negative to positive mappm@pplied to keep
all coefficients values (DPCM coefficients and tngantized indices
of the detail subbands) to positive numbers.

7. Shift Coding Optimizer: firstly the shift-coding tymizer is applied to
search for the smallest codeword size needed toesept the
coefficients.

8. Shift Coding: secondly encode the output of DPCK(fd.) subband
and the quantized coefficients of the subbands @lH,HH) by using
shift encoder; then send the output (i.e. the caoddvto the

compression stream.
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3.5 Wavelet Transform (TAP 9/7)

In this research project, the wavelet transformRF8A’) was used as
the transform engine. The implementation of thems$form implies two
stages. In the first stage each column of the imegdransformed
individually, where the odd and even elements ofheaolumn are
separated from each other, by applied the equasanentioned in chapter

two on these two sets of elements:

In the second stage each row is transformed indalig, where the
row elements were divided into odd sequence and sggquence, then the
same above equations have been applied on thesetwences of the row
data. After the completion of the two stages tlamdform results put in a
2D matrix, the resultant matrix consists of foublsands (LL, LH, HL,
HH), respectively. The WT can be applied more tbae time (pass), in
each next pass the transform is done on the LLficaefts to get another
four subbands. Algorithms (3.1) and (3.2) showsitglemented steps of

the wavelet transform.
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Algorithm (3.1) Two Dimensional Wavelet Transform
Input:
Img() is the original image data
W is the image width
H is the image height
NoPass is the number of wavelet transform levelsagses
Qutput:
Timg() an array consists, at least, of four subdsfhL,LH,HL,HH)
Procedure:
Wid€<W: Hgt<H
Construct an array Timg() has the same size of Jmg(
Put all contents of Img in Timg
For all k where 4k <NoPass
For I=the index of each column in Timg (wherelG<H-1)
Move the contents of th8 ¢olumn of Timg in the array A
Call wavelet TAP9/7(A, Hgt, B)

Move the contents of the array B in tHecblumn of Timg

End loop |
For J=the index of each row in the Timg array (whé< J<W-1)
Move the contents of th& tbw of Timg in the array A
Call wavelet TAP9/7(A, Wid, B)
Move the contents of the array B in tiecdlumn of Timg
End loop J
Wid=Wid\2
Hgt=Hgt\2
End loop k
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Algorithm (3.2) Wavelet TAP9/7

| nput:
A() is the input array

N is the number of the input (or output) elements
Output:
B() is the output of one dimension wavelet tranafor
Procedure:
Neven € (N+1)/2 1 Nogg € N - Noven
Nn€N-1:Ng€EN+L: Ny €N+ 2
For all k where X Kk<Np
C(k) € A(k)
End loop k
For all k where Kk<4
C(-k) € C(k)
C(Nyt+ k) € C(N, -k)
End loop k
For all k where (k=-3, -1, 1, 3,
C(k) € C(k) - 1.586134342 * (C(k-1) + C(k+1))
End loop k
For all k where (k=-2,0, 2, 4,
C(k) € C(K) - 0.05298011854 * (C(k-1) + C(k+1))
End loop k
For all k where (k=-1,1, 3,5,
C(k) € C(k)- 0.8829110762 * (C(k-1) + C(k+1))
End loop k

To be continue
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For all k where  (k=0, 2, 4, 6,
C(k) € C(k)- 0.4435068522 * (C(k-1) + C(k+1))
End loop k
Aa €1/ 1.230174105
i €0
For all k where X K< Ngyerl
B(k) € C(i) * Aa

I €i+2

End loop k

j€1

For all k where Gk < Nyl
B(k+Nevey) € C(j) * 1.230174105
j €J+2

End loop k

3.6 Subbands Coefficients Quantization

Image quantization is the process of reducing tiaber of possible
values of a quantity and consequently reducingntimaber of bits needed
to represent it.

In this research work, the uniform quantization waedopted to
quantize the coefficients of each subband indiViguawhere the
guantization step used to quantize the coefficiefteach subband was

determined according to the following equation:
Q. for LL coefficient

Quep=79 Qa"* for LH, HLin ' level , ............... (3.2)
Qpa™  for HHin ' level
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Where n is the wavelet level number (i.e., the passber), (Qu, )
are quality numbers (such that>QQ Q>1, o<1, p>1). According to the
above equation the value of the quantization stepeduced with the
increase of the wavelet level, and its value for-sithband is greater than
its value for the corresponding HL and LH subbands.

So, the quantization index for each approximate awalelet

coefficient is determined by using the followinguatjon:

1, (X Y) = rounr{W) et e (3.3)

step
Where

Timg is the array of the wavelet transformeficients.

B, its quantization index.
Algorithm (3.3) illustrates the implemented stefpsh@ heirarical uniform

guantization method.

Algorithm (3.3) Image Quantization

| nput:
Timg() is the array of the wavelet transform caedints.

W is the image width.

H is the image height.

Qo is quantization step for (LL).

Q is the initial quantization step for (LH, HL, HIH
a, p are the quality numbers.

Output:
Quantization indiciesy()

Procedure:
Wh€W: H, € H
For all k where Xk<NoPass
Wi, € (Wint1) div 2

Hn € (Hyt1) div 2
End loop k To be continue
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Quantization of (LL) coefficients
Xs €0: X €Wp-1: Ys €0: Y, €Hp-1
For all X,y where JEX<Xe and ¥<y<Y,
l4(X, y) € round (Timg(x, y) / Q
End loop X, y
" Quantization of (LH, HL, HH) coefficients
W, €W : H €H
Forall j where Xj<NoPass
Wi, € (W, +1) div 2
Hm € (Hht1) div 2
Wi € W,-1
Hmi € Hi-1
Xs €W Xe €W Ys €0: Y, €H, -1
Qsiep € Q * o
Forall x,y where X< X and X¥<y<Y,
lq (X, y) €round (Timg(x, y) / Qp
End loop X, y
Xs €00 X €Wp-1: Ys €Hy  Ye €Hng
Forall x,y where KX<Xe and ¥<y<Y,
l4(X, y) € round (Timg(x, y) / Qp
End loop X, y
Xs €W Xe €Wint: Ys € Hy i Ye € Hnp
Qstep < Qstep* IB
Forall x,y where KX X and X<y<Y,
l4(X, y) € round (Timg(x, y) / Qp
End loop X, y
W, € Wi Hp € Hpy
End loop |
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3.7 Differential Pulse Code Modulation (DPCM)

DPCM implies predicting the next pixel value acdongd to the
previous pixels values, and then encoding the mdiffee between the
predicted values and actual value. This technigkeds the advantage of the
fact that adjacent approximation (LL) coefficierstee highly correlated,
which means that the difference between adjacesfficents is typically
small. Because this difference is small, it wikeéeonly a small number of
bits to represent it.

In this research work, the following steps wheréofeed to apply the
DPCM (first order) on the LL-subband:

1. Compute the difference between each two adjacesifficients in
the first rows:
D(X0)=1,(X0) = 1,(X=20), covvvrriiiiiiii (3.4)

Where, W is the image width.
X is the row index (0<W/2"-1)
2. Compute the difference between each two adjacegificents in

the first column:
DOY)=1,0y)=1,0y=D), .cooii (3.5)

Where, H is the image height.
y is the column index (0<§H/2"-1)
3. Apply the following difference equation on the remag
coefficients of the LL-subband.

D+1,(x-1y-1)+1,(x-1y)
3

| Y-
D(X,Y)=|q(X,Y)—£ oy J,..(S.G)

Where, 1<xW/2"-1 and 1<¥H/2"-1, n is the wavelet level number.
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This method is applied on LL (approximate) coe#ius, exclusively,
to reduce the number of bits needed to encode tleffidents of this
subband. Algorithm (3.4) shows the implemented st&p perform the

above mentioned method of DPCM.

Algorithm (3.4) Differential Pulse Code Modulation (DPCM)

| nput:
By() is the array of (LL) subband from quantization

W is the image width
H is the image height
Output:
The difference coefficients D()
Procedure:
Wh€W: H,¢H
For all i where K i <NoPass
Wi € (Wit1) div 2
Hm € (Hyt1) div 2
End loop |
Xe € Wip-1: Yo € Hp-1
For all x where Ex<Xe
D(x,0) € I4(x,0)- 14(x-1,0)
End loop x
Forall y where ky<Y,
D(0.y) € 14(0,y)- (0, y-1)
End loop y
For all X,y where EFx<Xe and 1<y<Y,
D(X,y) € lo(X, ¥)- (b(X, y-1) + k(x-1, y-1) + (x-1,y)) / 3
End loop X, y
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3.8 Mapping and S-Shift Optimizer

In this stage, all the determined quantizationaadiof the subbands
(LH, HL, HH) and the outputs of the DPCM process arapped to be
positive, the following mapping equation had beaedito convert the
signed integer into positive integers:

-

2C ifC>0

L 2cHL ifc<o

Where, C represents the signed integer value ajulbeatization index.
This kind of mapping insure that all coefficientalves are mapped as
positive integers, and is to keep the optimal nundéebits needed to use
shift code the quantized coefficient as small assfiide into consideration
that the histogram of the coded coefficients isilyiggpeaked around zero.

The mechanism applied to compute the optimal leifigthin bits of
the shift codewords is based on scanning all ptes&hgths, starting from
2 bits and proceeding more till the numbers k; Wwhrepresent the
minimum number of bits required to represent theximam coefficient
value (L) in the set of wavelet quantization indieéad DPCM output. This
number (K) is considered as the length (in bitsjhef second (auxiliary)
codeword. The scan method was applied to testoskiple values of bits
that can be assigned to the first (shortest) codevam the length range of
the first codeword is [2, K].

The scanning mechanism implies iteration over aisible numbers
of bits (b) that can be assigned to the first camtelvfor each possible
number of bits (b) the total number of all bits (Eguired encoding the
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quantization coefficients and DPCM output is deiaed by using the

following equation:

K=[10G, (L) ], ooveveieie e (3.8)
T = bi HIS() + K STHIS(), oo (3.9)

Then the value of (b) which leads to the lowesedained value of
(T) is considered as the optimal length of thet fuedeword.

Algorithm (3.5) illustrates the implemented stems gerform the
positive mapping step and to determine the optil@agth of the shift

codewords.

Algorithm (3.5) Mapping and S-Shift Optimizer

| nput:
D() is represent the output of applying DPCM obh)(toefficients

l4() array of quantization indices of (LH,HL,HH) d@eients

W is the image width
H is the image height
Qutput:
Number of required bits NNymay)
Procedure:
"" Do the positive mapping
Construct an array Img) has size W*H
Put all contents of D() ang,() in Imau()
For all coefficients (x,y) where Ox<W-1and Ky<H-1
If Img,(X,y)>0 then

Ima(X,y) € 2* Imgy(X,y)

To be continde
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Else If Img(x,y)<O0 then
Imau(x,y) € 2* abs(Img(x,y))+1

End if
End loop

""" Compute the max number
Max < Img(0,0)
For all coefficients (x,y) where Ox<W-1and Ky<H-1

If Max< Imgy(X,y) then

Max<€ Imgi(x,y)
End loop
""" Compute maximum number of required bits
k<1

| <1
While Max> |

| €2*1+1
k<€<k+1
Wend
""Compute the histogram Hist() of the quantizedhsform coefficients
Set Hist(i}- 0 For alli where & i<Max
Forall x,y where &x<W-landxXy<H-1
I € Imagi(x,y)
Hist(i) € Hist(i)+1
End loop X, y

""Shift coding optimizer to compute the numberr@fuired bits (I,
Nbmay

noc €< W *H

Nomax € K

MinBits € Npmax™* NOC

N € Npmax
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For all | where
M&2 -1
Sh€0
For all J where 8
If J <M then
Sn € Sn+ | * Hist (3)
Else
S, € Sh+ (I + Npmay * Hist (J)
End if
End loop J
If S, < MinBits then
MinBits € S,
Ny €|
End If

End loop |

3.9 S-Shift Encoder

In this stage, the input data are the results ef M?CM, and the
guantization coefficients of the subbands (LH, HIH), both results have
been gathered in a single array named S(). Thewswrds produced by
applying shift-coding on the array S() are sendhe compression bit

stream, which represents the compressed datadigealgorithm (3.6).
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Algorithm (3.6) S-Shift Encoder
Input:
S() 2D array represent the mapped values of théaud coefficients
(LL, LH,HL, HH) of record from (R,G,B).
W is the image width.
H is the image height.
Nbmax NUMber of bits required to encode the largest nurhieising fixed
length binary representation.
N, the length (in bits) of the first shift codeword
Output:
A set of integers whose lengths are eithgioNNy .y
Procedure:
Max € 2V°-1
TnoBits& 0
Forall x,y where HOx<W-1 and 8y<H-1
If S(x, y) < Max then

Output the value S(x, y) as an integer has a lehgtbits.
Tnobits € Tnobits+N,

Else
Output the value of Max as an integer has a lemNjthits.
Output the value of (S(x, y) — Max) as an integes & length Nyax
bits.
Tnobits € Tnobits+N+Npmax
End if
End loop X, y
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3.10 Video Motion Estimation
To handle the motion estimation task the standaethod (OTS)

was implemented in this research work. Also, somieaacements were
suggested to improve the performance of OTS methioel, enhanced
method was called modified OTS (i.e. MOTS) method.

The proposed enhancment on the OTS algorithm isdbas the fact
that adjacent blocks in the image are correlatetériblock correlation).
So, if some of the blocks in the frame are codedising the traditional
steps of the OTS method. Then, the initialized ortvectors of other
blocks in the frame could be estimated from avergghe motion vectors
of some adjacent blocks, whose motion vectors wstienated before this
step. The determination of average motion vectaiccte considered as

the initial step followed by other steps of OTS et

3.10.1 Modified OTS Method

The suggested modified method implies the stepthefstandard
OTS method, mentioned in chapter two, the mechamtniis method
consist of two steps: (1) the original steps @f skandard OTS method are
applied on the blocks belong to the first row anthmn to determine their
motion vectors, (2) for the remaining blocks on thst part of the frame,
the initial step will involve the determination tbfe initial motion vector by
using the previous three adjacent blocks (top,, l&bp-left blocks)
surrounding the tested block, the initial valuetlod motion vector will be
taken as the averages of bath Ay to the three blocks. Then, start making
search for the best matched block around the lirptaition of the tested

block which defined by the relative average ve¢ior, Ay).
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3.10.2 Motion Estimation Computations

Figure (3.7) illustrates the general scheme ohtlb&on estimation

mechanism.
Wideo Compute Motion Estimated
Frame Estimation frame
-

Estimation

complete End

Sign the last frame
as reference

b 4
“ideo Get new video
frame frame

Figure (3.7) General scheme of motion estimation

The main steps of any motion estimation methodtadollowings:

1. As a first step, load the video frame, which isngpto be coded by
using ME method.

2. Then the motion vectors of the video frame are adeyb by using
the motion estimation technique that selected kg tiser. The
computations of the motion vectors are done redatoy an anchor
frame (reference frame), where the shift vectorsghef blocks are
determined. The system utilizes the nearest referdname to
estimate the motion vectors of the predicted frames

3. If the motion vectors of all frames within the gp (GOP) were
estimated, then the systems loads the next grodpawies, encode
their anchor and interpolation frames by usingaitfftame coding
method, and then starts the motion estimation stagencode the

remaining (predicted) frames.
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4. Step-3 will repeated till reaching the end of videguence.

3.10.3 Implementation of OTS Method

The code list (3.7) illustrates the implementegstef OTS motion
estimation method, in this algorithm the blockstloé two input frames
(i.e., the anchor frame and the frame wanted tccdded) are motion
compensated by using OTS method. This method iglsibbut effective, it
implies two stages (i.e., a horizontal scanningesfallowed by the vertical
scanning stage). During the horizontal stage thezbiotal shift of the
position of the block (in anchor frame) that shomsimum distortion
along the horizontal axis is found. Then, the waitshift in the position of
most similar block (has minimum distortion) is falrihe search would be

applied on all blocks of the frame.

Algorithm (3.7) OTS Motion Estimation
| nput:

Video frames

W is the image width

H is the image height
Output:

Estimated frame
Procedure:

L< block size

W, € WI/L : H, € H/L

searching for all blocks in the frame

For each block (ix, iy; whereOx <W, -1 and &iy<H,-1)

To be continue
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Xs €IX* L Xe € X+ (L-1)
Ys & Iy L 1Ye € Y5+ (L-1)
Compute the absolute difference (AD) for the blogksose

coordinates are @t1, ys), (X-1, y) in the reference frame.

If AD(X, Ys) IS smaller than ADEt1, ys) and AD(x-1, y) then
Stop searching along the horizontal direction
Else
If AD( x%+1, ys) is smaller than ADE1, y) then
Continue searching for the smallest AD on the riggmd
side of the block ¢xys), by continually incrementing
Xs=Xst1 where x <W-L.

Else

Continue searching for the smallest AD on the heftd
side of the block (xys), by continually decrementing
X~=Xs1 where x>0.
End if
End if
Compute the absolute difference (AD) for the blogksose
coordinates are ¥Yst1),(Xs, Ys-1) in the reference frame.
If AD(X, Ys) Is smaller than ADgyst1) and AD(%, ys-1) then
Stop searching along the vertical direction
Else
If AD(X, Yst1) is smaller than AD(x ys-1) then

Continue searching for the smallest AD on the d¢

ward side of the block {x y), by continually

incrementing y¥yst1 where y< H-L.

To be continue
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Else

Continue searching for the smallest AD on the updwg
side of the block (xys), by continually decrementing
V<=Ys1 where y>0.
End if
End if

End loop ix, Iy

3.10.4 Implementation of MOTS Method

The code list (3.8) illustrates the implementeghstef MOTS method.
After loading the video frame; the standard OTShwoédtis applied on the
blocks arranged as a first row and first columne,ithe OTS method is
applied on the remaining blocks but the initialerehce position of the
matching process is assigned as the average ohotien vectors of the

three previously motion compensated blocks (tdp, tiep-left).
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Algorithm (3.8) Modified OTS Motion Estimation

Input:
Video frames
W is the image width
H is the image height

OQutput:
Estimated frame

Procedure:
L< block size
W, < WI/L
H, € H/L

For all blocks belong to the first row are motioonepensated by usinp
OTS method, described in (algorithm 3.5).

For all blocks belong to the first column are matioompensated by
using OTS method, described in (algorithm 3.5).

For each block (ix, iy; where <ik <W, and Kiy <H,)

Xs € IX*L © Xe € X+ (L-1)

Vs €l1Y*L 1 ye € ys+ (L-1)

x; € Ax of block (¥L ys L): y1 €Ay of block (¥L ys L)

X, € Ax of block (X y< L) : y.€<Ay of block (X ys L)

X3 € Ax of block (L ys) : ys €Ay of block (¥L vys)

AXE( X+ Xot+ X3) [ 3

AYy&E(yit yatys) /3

Compute the absolute difference (AD) for the bloekisose
coordinates are EtAX+1, yst Ay), (x+ AX -1, ¥+ Ay) in the

reference frame.

If AD(XstAX, Wt+Ay) is smaller than ADgeAX+1, y+Ay) and
AD(xs+AX-1, wt+Ay) then

Stop searching along the horizontal direction
To be continue
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Else
If AD(XstAX+1, ys+ Ay) is smaller than AD(gx AX -1, ¥+ Ay )

then
Continue searching for the smallest AD on the riggmd side
of the block (¥AX, WtAy), by continually increasing
X~=Xs+1 where x+Ax <W-L.
Else
Continue searching for the smallest AD on the heftd side
of the block (¥AX, yt+Ay), by continually decrementing
X—=Xs1 where x+Ax >0.
End if
End if
Compute the absolute difference (AD) for the blogkose
coordinates are (XsAX, ys+ Ay+1), (Xxs+ AX, ys+ Ay-1) in the

reference frame
If AD(XstAX, Wt+Ay) is smaller than ADEtAX, yt+Ay+1) and

AD(XstAX, yt+Ay-1) then
Stop searching along the vertical direction

Else
If AD (Xt AX, Y+ Ay+1) is smaller than AD (st AX, Yt Ay-1)

then
Continue searching for the smallest AD on the davamnd

side of the block (xAX, ystAy), by continually increasing
ys=ys+1 where ysAy<H-L.
Else
Continue searching for the smallest AD on the upvgade of
the block (¥AX, WwtAy), by continually decrementing
ys=ys-1 where ysAy > 0.
End if

End if
End loop ix, iy

-61 -



Clapter Thinee Proposed Yideo (Pompression System

3.11 Decoding of Anchor Frames

Figure (3.8) illustrates the decoding scheme fahans frame.

Wavelet-Based
> Decoder
R
c .
ofmpression ‘Wavelet-Based > Color
- * Decoder £ - Image
Stream ", Date
» Composition
— B
Wavelet-Based
> Decoder
a. General structure
Compression Shift DPCM Uniform
—> - — . ™ . -
output Decoding Decoding Dequantization LL
Inverse Color
LH
. - Heirarical » Wavelet |— Component
Compression Shift etrarica - ® )
—> . » Unif Transform , G, orB
output Decoding form »
Dequantization L1

b. Wavelet-Based Decoder

Figure (3.8) The decompression scheme of anchor frame

The implemented decoder consists of the followieps.

1. Loading the compressed data as a one dimensiaaal @rbits.

2. Decoding the compressed data of LL coefficientst fthe s-shift
decoding is applied to get the DPCM codewords, theroding the
DPCM codewords to get the quantization indices atL)(
coefficients, and then dequantize the quantizanadices to get the
quantized values of LL-coefficients.

3. Decoding the compressed data of LH, HL, HH coedfits: first the
s-shift decoding is applied to get the quantizatrmices, and then
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apply the hieratical dequantization process tothgetquantization
coefficients.

4. Inverse wavelet transform: apply the inverse waveknsform on
the constructed LL, LH, HL, HH coefficients to prom the recon-

structed image.

3.11.1 Shift Decoder

The code list (3.9) illustrates the steps of immated shift
decoder.

Algorithm (3.9) S-Shift Decoder

[ nput:
Ww, Hh is the subband width and height, respegtivel

NoPass is the number of wavelet levels.
A() is the array of shift-codewords.
Ny is Number of bits of the first (short) shift caaed.
Ns is number of bits of the second (long) shift caatelw
Output:
NA() the shift decoder output (quantization indicasd DPCM
codewords)
Procedure:
Max € 2 -1
Forall x,y where HOx<Ww-1 and 8y<Hh-1
A €& GetBits(N)
If abs(A)< Max then
NA(X, y) € A
Else
NA(X, y) € A+ GetBits(N)
End if
End loop X, y
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3.11.2 DPCM Decoding
The code list (3.10) illustrates the steps of thplemented DPCM

decoder.

Algorithm (3.10) Differential Pulse Code Modulation Decoding

| nput:
NA() is the array of (LL) subband from S-Shift abher.

W is the image width.
H is the image height.
NoPass is the number of wavelet levels.

Qutput:
Decoded array D()

Procedure:
Wi, €W: Hy, € H
For all i where Xi<NoPass
Wi € (Win+1) div 2
Hn € (Hnt1) div 2

End loop |

Xe €Win-1: Yo €Hp-1

D(0,0)€ NA(0,0)

Forall x where k¥x<X
D(x, 0) €NA(x, 0) + D(x-1, 0)

End loop x

Forall y where ¥y<Y,
D(0,y) € NA(0,y)+ D(0, y-1)
End loop y
Forall x,y where Ix<Xe and 1<y<Y,
D(x,y) € (D(x, y-1) + D(x-1, y-1) +D(x-1, y)) / 3)+NA(X,y)
End loop X, y

-64 -



Clapter Thinee Proposed Yideo (Pompression System

3.11.3 Image Dequantization
The code list (3.11) illustrates the implementezpstto perform the

dequantization tasks.

Algorithm (3.11) Image Dequantization

Input:
D() is an array of (LL) subband from DPCM
NA() is an array of (LH,HL,HH) subband from S-skiécoder
W is the image width
H is the image height
Qo is quantization step for (LL) coefficient
Q is gquantization step for (LH,HL,HH) coefficient
a, f is quality factors (or decay factors)

Qutput:
Dimg() is the dequanted wavelet coefficients

Procedure:
Wih € W: H, ¢ H
W1 € W: Hp € H
Foralli where ¥i<NoPass
Wi, € (Wint1) div 2
Hin € (Hyt1) div 2
End loop i
""for (LL) coefficient
Xs €0 X €Wp-1: Ys €0 Y, €Hy-1
For all X,y where JEX<Xe and ¥X<y<Ye
Dimg(x, y) € D(x, y) * Q
End loop X, y

To be continue
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for (LH, HL, HH) coefficient
Wh€EW: H,€H

Forall j where Xj<NoPass

W1 € W Hmi € Hn

Wi € (Wiit1) div 2

Hn € (Hnt1) div 2

Xs €W Xe €Wl Y5 €00 Y, € Hp-1

Qstep < Q* o

Forall x,y where KX X and ¥<y<Y,
Dimg(x, y) € NA(X, ¥)* Qiep

End loop X, y

Xs €0: X €Wp-1: Ys €Hp Yo €Hp-1

Forall x,y where HKKX<Xe and ¥<y<Y,
DIMg(X, y) € NAX, ¥) * Qeep

End loop X, y

Xs €W Xe €Wini-1: Ys € Hi Yo € Hpl

Qstep € Qstep™ S

Forall x,y where HKX<Xe and ¥<y<Y,
Dimg(x, y) € NA(X, ¥) * Qrep

End loop X, y

End loop |
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3.11.4 TAP9/7 Wavelet Transform Inverse
The code list (3.12) and (3.13) illustrates thepsteof the

implemented inverse wavelet transform.

Algorithm (3.12) Two Dimensional Wavelet Transform Encoder

| nput:
Dimg() is the wavelet coefficients(LL, LH, HL, HH)

W is the image width
H is the image height
NoPass is the number of wavelet transform levefsmeses

Output:
Frm() is Image frame of W*H

Procedure:
For all k where 4k <NoPass
W, € W: H, € H
For I=1 to NoPass-k
W, € (Wi +1) div 2
Hp € (Hy+1) div 2
End loop |

For all I=each column in Dimg (where <0 <W,-1)

Move the contents of th8 ¢olumn of Timg in array A
Call inverse wavelet TAP9/7(A, Hh, B)

Move the contents of the array B in tHecblumn of Frm

End loop |

For J=each row in Dimg array (where <QJ <H;-1)
Move the contents of th& tbw of Dimg in the array A
Call inverse wavelet TAP9/7(A, Ww, B)
Move the contents of the array B in tiecdlumn of Frm

End loop J
End loop k
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Algorithm (3.13) I nverse Wavelet TAP9/7

| nput:
A() is the input array (wavelet coefficients)
N is the number of elements

Output:
B() is the output array of one dimension wavetaisform

Procedure:
Neven € (N+1)/2: Nogg € N - Noven
Np€N-1:Ng€EN+1: Ny €N+2
Aa €1/ 1.230174105
| €0:j€1
For all k where K K< Ngyerl
C(i) € 1.230174105* A(k)
| €i+2
End loop k
For all k where Gk < Nygql
C() € Aa* A(Nvertk)
] €]+2
End loop k
For all k where Kk<4
C(Nyit+ k) € C(Ny,-k)
C(-k) € C(k)
End loop k
Forallk where (k=-2,0, 2,4,
C(k) € C(Kk)- 0.4435068522 * (C(k-1) + C(k+1))
End loop k

To be continue
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Forallk where (k=-1,1, 3,5,

C(k) € C(k)- 0.8829110762 * (C(k-1) + C(k+1))
End loop k
For allk where (k=0, 2, 4, 6,

C(k) € C(K) - 0.05298011854 * (C(k-1) + C(k+1))
End loop k

Forallk where (k=1, 3,5, 7,
C(k) € C(K) - 1.586134342 * (C(k-1) + C(k+1))
End loop k
For allk where (k=0,1, 2, 3, 4,
B(k) = C(k)
End loop k

3.12 Motion Estimation with Decoding

Figure (3.9) illustrates the scheme of the constdianter-frame

decoder (motion compensation) by using the estidnaietion vectors.

Dependant
Frame
Cod_ed Decoded Motion Constructed
Motion — . : Video F
Vectors Estimation ldeo Frame

-~

No Yes
Estimation -
Complete " End

Figure (3.9) Frame construction using its motion vectors
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The code list (3.14) illustrates the step of thelemented algorithm to

construct the inter-frames by using the correspandiotion vectors set.

Algorithm (3.14) Motion Estimation Decoding

| nput:
Estimated frames (EF) of H*W, and Dependant fragds) of blocks

of X, y coordinates.
W is the image width
H is the image height
shftx(), shfty() is an array represented the sHiftalues with respect t
x andy
Qutput:
Transformed video frame H * W

Procedure:

Set L equal to the block size
W, € W/L: H € H/L

blk_no=0

For all ix, iy where Ex<Wi-1 and O<iy< H,-1
Xs €IX*L @ Xe € X+ (L-1)
YSé iy*l— - Ye < Ys + (I—'l)
If the motion Flag=1 then

Forallyl, x1 where ¥yl<y., and x%<xI<Xe
TF(ix+x1,iy+y1l) €DF(ix+x1-shftx(blk_no),iy+y1-shfty(blk_no)
End loop y1, x1
Else
Forallyl, x1 where Kyl<y, and %<XxI<x
TF(ix+x1,iy+yl) € EF(ix+x1,iy+yl)

End loop y1, x1
End if
blk _no&<blk _no+1

End loop ix, I'
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Chapter Four
Tests and Results

4.1 Introduction

This chapter is devoted to present the resulte®ftbnducted tests to
study the compression performance of the suggestex compression
schemes. Some of the well known fidelity measuresMISE, PSNR) have
been used to assess the quality of the reconstructeo frames.

The effects of some involved coding parameterserperformance of
the two searching methods of motion estimation (Cartl MOTS), and on
the compression method of the anchor frames aretpiofation frames
have been investigated.

The developed systems have been established by Wsnal Basic
(version 6.0) programming language under windowso}Prating system.
The tests have been conducted by using personabutem(processor

Pentium 4, 2.40 GHz), dual cash memory.

4.2 Video Test Material

Two different video sequences have been takeesaisamples, each
video sequence consists of different numbers oimésa and its
specifications are listed in table (4.1). Figurelj4and (4.2) show some
selected frames extracted from the two video serpgen

Table (4.1) Video Properties

Samples No. of : :

Number Frames el FlEl:
1 126 352 288
2 745 352 288
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[ /]

RS

Frame 18

IR

Frame 20

[ /]

RS

Frame 22

!

Frame 33 Frame 36

Figure (4.1) Some of the original frames for first video sequence.
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Frame 0 Frame 1

Frame 22

Frame 33 Frame 36

Figure (4.2) Some of the original frames for second video sequence.
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4.3 Performance Parameters

A lot of key parameters have been utilizethe literature to describe
the performance of various compression methodsthis research the
fidelity criteria (MSE and PSNR) in addition to thempression ratio have
been used to describe the performance of the pedpasleo compression

scheme at different coding conditions.

4.3.1 Objective Fidelity Criteria

This kind of criteria borrowed from digital signplocessing and
information theory, they provide equations that barused to describe the
amount of error in the reconstructed (decompresisadje. Beside to their
common usage, the objective criteria are not necdgsorrelated with the
subjective perception of frame quality. Howeveeg\tlare useful as relative
measures for making comparison between differerdimes of the same
frame. The commonly used objective measures ar®esn-Square-Error
(MSE), the Peak-Signal-to-Noise ratio (PSNR). Treug of MSE is
determined by using the following equati@oo01]:

M-1N-1

1 Y.
MSE—W;;(OU,]) SCD) S (4.1)

The smaller value of the MSE means the compressadef is
much closer to the original frame. As an alterrafidelity measure is
the PSNR, it considers the decompressed frame tbédésignal” and
the difference from the original as the "noise"eTPSNR is defined as
[S0001]:

PSNR:lOIoglo[( ';\A_SE)ZJ ................................... (4.2)
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Where L is the number of gray levels (e.g., fori& Iper pixel
L=256).

4.3.2 Compression Compactness

Although there are different measures to describe #&chieved
reduction in data size due to compression (like p@ssion ratio,
compression factor, and bit rate), in this reseavonk the compression
ratio (G) had been adopted.

Compression ratio refers to the degree of videe §lze (data)
reduction due to compression process. This measutetermined as the
ratio between the sizes of the original uncompieéssgeo file to the size

of the overall compressed data file [Umb98].

uncompresson filesize
C, = PO O e S e 43)
compression filesize

The (G) parameter is an indicator for the compactnesktyalbif the

compression process.

4.4 Testing Strategy

The testing operations have been implemented on atheve
mentioned two video samples. In the first estaklisboding scheme two of
the video frames are coded as anchor frames (A#),the remaining
frames are treated as predictive frames (PF). Whilethe second
established coding scheme two video frames aréetteas anchor frames
(AF), other frames as interpolation frames (IF)d @he remaining (in-
between frames) as predictive frames (PF).

For the anchor frames (AF) and the interpolaticamies (IF), the

effects of involved intra-frame coding paraemst (like, the number of
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wavelet transform levels, the quantization paranmston the compression
performance has been studied. While for the predid¢tames (PF), the
effects of the involved interframe parameters (likke size GOP,

Minimum MSE) have been studied, the range of PSifaken equal to 33

for intra-frame compression.

4.5 Intra-Frame Compression Performance Tests

1. Anchor Frames Compression

The listed tables in this section illustrates tbenpression results of
the first anchor frame in the first video sequenceshese tables the
values of MSE, PSNR, and compression ratiQ) @e listed. It is

obvious that their values are significantly affectay the number of

wavelet passes (NoPass), and the quantization pteesvalue:

1. Table (4.2) shows the effects of the number of Wetyygasses on

the compression performance.

Table (4.2) The effect of NoPass parameters

(where, Q=40; a=0.6; f=1.5).

NoPass Q. | MSE | PSNR C, T'g‘ei'”
1 13.08 | 36.96 | 3.86 2.86
2 2 2272 | 3457| 552 2.97
3 2826 | 33.62| 6.17 3.21
1 1338 | 36.87 | 4.24 2.76
2 3 2302 | 3451| b5.73 2.90
3 2854 | 3358| 6.22 3.11

2. Table (4.3) illustrates the effects of the quarnimastep (Q) on

the compression performance, where the number ofelet

passes was taken (NoPass=3).
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Table (4.3) The effect of Q | (where, Q=40;
a=0.6; =1.5).

Q MSE | PSNR C
28.03 33.65 6.09
28.26 33.62 6.17
28.54 33.58 6.22
29.02 33.50 6.26
29.58 33.42 6.28
30.30 33.32 6.30
30.84 33.24 6.32
31.55 33.14 6.35

ONO| OB WINF

3. Table (4.4) illustrates the effects of the quartiima parameters
(Q) on the compression performance, where the nunobe

wavelet passes was taken (NoPass=3).

Table (4.4) The effect of Q (where, Q =3,

0a=0.6; B=1.5).
Q MSE | PSNR C,

5 1.76 45.67 2.95
10 4.07 42.04 3.93
20 10.68 | 37.85 5.10
30 19.05 | 35.33 5.78
40 2854 | 33.58 6.22
50 38.14 | 32.32 7.56

4. Table (4.5) shows the effect of increasing the tjmaton
parameter ), where the number of wavelet passes was taken
(NoPass=3).
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Table (4.5) The effect of a (where, Q  =3; Q=40; B=1.5).

o MSE PSNR C

0.1 13.98 36.67 4.30
0.2 15.12 36.33 4.86
0.3 16.96 35.84 5.33
0.4 19.61 35.21 5.74
0.5 23.49 34.42 5.98
0.6 28.54 33.58 6.22
0.7 34.64 32.74 6.37
0.8 43.01 31.80 6.59
0.9 52.69 30.91 6.69

5. Table (4.6) shows the effects of the quantizatiarameterf) on
the compression performance, where the number ofelet

passes was taken (NoPass=3).

Table (4.6) The effect of B (where, Q =3; Q=40; a=0.6).

B MSE PSNR C,

1.1 28.49 33.58 6.22
1.3 28.53 33.58 6.22
15 28.54 33.58 6.22
1.7 2855 33.57 7.14
1.9 28.55 33.57 7.14

Table (4.7) illustrates some samples compressisnltee of the
anchor frames belong to the two video sequencessd hesults, also,
indicate that the compression performance paras@ésE, PSNR,
are affected by the number of wavelet passes (N)Pasd the values

of the quantization parameters.
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Table (4.7) Test results of anchor frames (where, Q | =3; Q=40;
a=0.6; B=1.5).

Anchor| Frame| \ ‘o .d Mmse | PSNR C

No. No.
0 1 13.38 36.87 4.24
First 0 2 23.02 3451 573

First | | 0 | 3 [ 2854 3358 | 6.22

video 11 3 28.01 33.66 7.18
sequencesSecondl 21 3 27.93 33.67 6.23
33 3 28.68 33.56 6.24
36 3 28.67 33.56 6.23
0 1 15.44 36.24 4.01

First 0 2 2491 | 34.17 5.56

Second | |TN0 |78 |'30.55 | 13328 | 6.08 |

video 11 3 30.89 33.23 6.19
sequencesSecondl 21 3 30.11 33.34 6.20
33 3 31.42 33.16 6.16

36 3 30.06 33.35 6.18

Figure (4.3) shows some samples of the reconsttuatechor
frames belong to the first video sequence, andrdigi4.4) shows
samples of the reconstructed anchor frames belotiget second video

sequence.
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Frame O first anchor
NoPass= 3
Cr=6.22
MSE=28.54
PSNR=33.58

Frame 11 second anchor
NoPass=3
Cr=7.18
MSE=28.01
PSNR=33.66

iy ] N AR Gl
TR
1 & A s - -
ey -+ * -
" ‘ 3

Frame 21 second anchor
NoPass=3
Cr=6.23
MSE=27.93
PSNR=33.67

[v]

: 4

Frame 33 second anchor
NoPass=3
Cr=6.24
MSE=28.68
PSNR=33.56

Frame 36 second anchor
NoPass=3
Cr=6.23
MSE=28.67
PSNR=33.56

Figure (4.3) Some samples of the reconstructed anch  or frames of

the first video sequence.
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Frame O first anchor
NoPass =3
Cr=6.08
MSE=30.55
PSNR=33.28

Frame 11 sec ond anchor
NoPass=3
Cr=6.19
MSE=30.89
PSNR=33.23

Frame 21 second anchor
NoPass=3
Cr=6.20
MSE=30.11
PSNR=33.34

Frame 33 second anchor
NoPass=3
Cr=6.16
MSE=31.42
PSNR=33.16

Frame 36 second anchor
NoPass=3
Cr=6.18
MSE=30.06
PSNR=33.35

Figure (4.4) Some samples of the reconstructed anch  or frames of

the second video sequence.
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2. Compression of Interpolation Frames

The tables given in this section illustrates theuhs of the
compression of some interpolated frames belong io Wideo
sequences. In these tables the values of MSE, P&NR( are listed.
The tested parameters are significantly affectedth®y number of
wavelet passes, quantization parameters, and thbemwof interpolated
frames:

1. Tables (4.8) shows the results of compression peence

parameters (MSE, PSNR,,)Cwhere the number of wavelet

passes was taken (NoPass=3) and two interpolasates were

taken.
Table (4.8) The effect of GOP size (where,
Q.=3; Q=40; a=0.6; B=1.5).
cop | _IF
) Frame| MSE PSNR C
Size
No.
: 7 27.92 33.67 6.22
First 22 14 | 28.02 | 33.66 6.22
video

11 28.01 33.66 7.18
22 27.65 33.71 6.23
7 30.41 33.30 6.20
14 30.69 33.26 6.11
11 30.89 33.23 6.19
22 29.69 33.40 6.20

sequences 34

Second 22
video
sequences 34

Figures (4.5 and 4.6) shows some of the reconstluaterpolated
frames, where the size of GOP was taken (22 andra#d)e and 2

interpolated frames were taken.
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GOP=22, IF1 (Frame 7) GOP=22, IF2 (Frame 14)
NoPass=3 NoPass=3
Cr=6.22 Cr=6.22
MSE=27.92 MSE=28.02
PSNR=33.67 PSNR=33.66

]
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GOP=34, IF1 (Frame 11) GOP=34, IF2 (Frame 22)
NoPass=3 NoPass=3
Cr=7.18 Cr=6.23
MSE=28.01 MSE=27.65
PSNR=33.66 PSNR=33.71

Figure (4.5) Some samples of the reconstructed inte  rpolation

frames belong to the first video sequence
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GOP=22, IF1 (Frame 7) GOP=22, IF2 (Frame 14)
NoPass=3 NoPass=3
Cr=6.20 Cr=6.11
MSE=30.41 MSE=30.69
PSNR=33.30 PSNR=33.26

GOP=34, IF1 (Frame 11) GOP=34, IF2 (Frame 22)
NoPass=3 NoPass=3
Cr=6.19 Cr=6.20
MSE=30.89 MSE=29.69
PSNR=33.23 PSNR=33.40

Figure (4.6) Some samples of the reconstructed inte  rpolation

frames belong to the second video sequence
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2. Table (4.9) shows the compression results thatctsffeby the
number of interpolated frames, where the numbematelet

passes was taken (NoPass=3), and (GOP size=37).

Table (4.9) The effect of number of interpolated fr ames parameter
(where, Q. =3; Q=40; a=0.6; B=1.5).

No. of 17
Frame MSE PSNR C
IF

No.
1 18 28.38 33.60 6.20
First 5 12 28.30 33.61 6.27
video 24 28.58 33.57 6.17
sequences 9 28.32 33.61 6.63
3 18 28.38 33.60 6.20
27 28.48 33.59 6.23
1 18 29.83 33.38 6.20
Second 5 12 31.77 33.11 6.16
video 24 30.43 33.30 6.14
sequences 9 31.64 33.13 6.17
3 18 29.83 33.38 6.20
27 30.74 33.25 6.03

Figures (4.7 and 4.8) shows some samples of thenséwcted
interpolated frames, where the size of GOP wast&keframes. Three
tests have been conducted, in the first test oeepolated frame were
taken, in the second test two interpolation franvese taken, while in
the third test three interpolation frames were makem the two video

sequences.
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GOP=37, IF1 (Frame 18)
NoPass=3
Cr=6.20
MSE=28.38
PSNR=33.60

GOP=37, IF1 (Frame 12)
NoPass=3
Cr=6.27
MSE=28.30
PSNR=33.57

GOP=37, IF2 (Frame 24)
NoPass=3
Cr=6.17
MSE=28.58
PSNR=33.57

GOP=37, IF1 (Frame 9)
NoPass=3
Cr=6.63
MSE=28.32
PSNR=33.61

el
o S -

GOP=37, IF2 (Frame 18)
NoPass=3
Cr=6.20
MSE=28.38
PSNR=33.60

GOP=37, IF3 (Frame 27)
NoPass=3
Cr=6.23
MSE=28.48
PSNR=33.59

Figure (4.7) Some samples of the reconstructed inte

frames from the first video sequence.

rpolation
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NoPass=3
Cr=6.20
MSE=29.83
PSNR=33.38

GOP=37, IF1 (Frame 18)

GOP=37, IF1 (Frame 12)

NoPass=3
Cr=6.16
MSE=31.77
PSNR=33.11

s

P———

NoPass=3
Cr=6.14
MSE=30.43
PSNR=33.30

GOP=37, IF2 (Frame 24)

GOP=37, IF1 (Frame 9)

NoPass=3
Cr=6.17
MSE=31.64
PSNR=33.13

NoPass=3
Cr=6.20
MSE=29.83
PSNR=33.38

GOP=37, IF2 (Frame 18)

Figure (4.8) Some samples of the reconstructed inte

GOP=37, IF3 (Frame 27)

NoPass=3
Cr=6.03
MSE=30.74
PSNR=33.25

rpolation

frames from the second video sequence.

- 87 -



Chapter Doan Tests and Results

4.6 Inter-Frame Compression Performance Tests
Some of the conducted tests have been directedlite somparisons
between performance of the motion estimation meth@@TS) and
(MOTS). The effects of some involved compressiorapeeters were taken
into account:
1. Table (4.10) shows the effect of two motion estioraimethods on
the performance parameters, the value of all ireelhcoding

parameters are kept same.

Table (4.10) The effect of ME method without IF Fra mes (where,
GOP size=12 ; Threshold=150 ; Block size=8x8).

Method type MSE | PSNR C T';"ei'”
first video OTS 59.54 30.38 57.90 4.86
sequences MOTS 39.23 32.20 58.52 4.01
secondvideo  OTS 99.54 28.15 53.44 5.13
sequences MOTS 25.70 34.03 54.29 4.08

Figure (4.9) shows two samples of the reconstrueiddo frames
which have been motion compensated by OTS methddeWgure (4.10)
shows the corresponding two reconstructed videmdsawhich have been

motion compensated by MOTS method.

B reied
adiie
!

Frame 3 from 1 2 frames Frame 1 from 1 2 frames
MSE=37.31 MSE=56.60
PSNR=32.41 PSNR=30.60

Figure (4.9) Some of the reconstructed video frames by using OTS
method.
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Frame 3 from 1 2 frames Frame 1 from 1 2 frames
MSE=37.26 MSE=7.37
PSNR=32.42 PSNR=39.46

Figure (4.10) Some of the reconstructed video frame s by using
MOTS method.

2. Tables (4.11 and 4.12) illustrate the effects ofRXxe parameter on

the performance of the two motion estimation meshod

Table (4.11) The effect of GOP size parameters on p erformance
of OTS method (where, Th=150; No. of IF=2; Block size=8x8).

GOP | \ise | psnR| ¢ | T'mein
Size sec.

First video 22 45.29 31.57 57.90 7.00
sequences 34 53.97 30.81 57.95 10.53

Second video, 22 42.51 31.85 57.61 7.06
sequences 34 61.89 30.21 57.66 10.59

Table (4.12) The effect of GOP size parame ters on performance
of MOTS method (where, Th=150; No. of IF=2; Block size=8x3).

GOP | wvse | psnR| ¢ | Tmein
Size sec.

First video 22 19.36 35.26 58.25 6.47
sequences 34 28.07 33.56 58.52 9.87

Second video, 22 12.01 37.34 57.70 6.46
sequences 34 47.41 31.37 97.75 9.88
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Figure (4.11) shows some of the reconstructed vidames when
different values of GOP size are taken, they hasnbnotion compensated
by OTS method. While figure (4.12) shows the cqoesling
reconstructed video frames which have been motiompensated by
MOTS method.

b - # e i ["]
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Frame 18 from 2 2 frames
MSE=8.87
PSNR=38.65

Frame 20 from 3 4 frames
MSE=8.23
PSNR=38.98

Frame 12 from 2 2 frames
MSE=22.40
PSNR=34.63

Figure (4.11) Some of the reconstructed video frame

Frame 23 from 34 frames
MSE=44.52
PSNR=31.65

values of GOP size (using OTS method).

s at different



Frame 18 from 2 2 frames
MSE=7.46
PSNR=39.41

Frame 12 from 22 frames
MSE=8.25
PSNR=38.97

Figure (4.12) Some of the reconstructed video frame

Frame 20 from 3 4 frames
MSE=6.28
PSNR=40.15

i et T ——— Pl

Frame 23 from 3 4 frames
MSE=38.63
PSNR=32.26

s at different

values of GOP size (using MOTS method).

interpolated frames parameters on the performahde/@ motion

estimation methods (OTS and MOTS).

Table (4.13) The effect of IF number parameters on

of OTS method (where,

Tables (4.13 and 4.14) illustrate the effects ofmhars of

performance

GOP size=37; Th=150; Block size=8x8).

No.of IF| MSE | PSNR C. T"S“ei'”
- 0 250.71 | 2414 | 5358 11.01
video 1 14571 | 2650 | 5538 1110
sequences 2 86.85 | 28.74 | 5522 11.23
3 101.41| 28.07 | 57.40] 11.45
Second 0 181.89| 2553 | 4958  11.00
oo 1 10457 | 27.94| 5412 11.10
sequences 2 69.64 | 2970 | 5527 11.21
3 4964 | 3117 | 58.10]  11.3¢
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Table (4.14) The effect of IF number parameters on
of MOTS method (where,

performance
GOP size=37; Th=150; Block size=8x8).

No. of IF MSE PSNR C Time in sec.
—_— 0 17420 | 25.72| 5553 10.05
Vi'(;zo 1 86.33 28.77 | 56.59 10.15
sequences 2 4371 | 31.73| 5585 10.30
3 62.87 | 30.15| 58.45 10.50
Second 0 13651 | 26.80| 52.66 10.04
oo 1 77.65 2923 | 56.05 10.14
sequences 2 52.84 | 3090 56.71 10.28
3 3757 | 3238 59.25 10.45

Figure (4.13 and 4.14) show some of the reconsdustideo

frames at different values of the parameter nundfernterpolated

frames, they have been motion compensated by OS5 MOTS

methods, respectively.

No. of IF=0
MSE=37.31
PSNR=32.41

Frame 3 from 37 frames

Frame 11 from 37 frames
No. of IF=2
MSE=18.20
PSNR=35.53

Frame 21 from 37 frames
No. of IF=1
MSE=63.98
PSNR=30.07

Figure (4.13) Some of the reconstructed video frame

Frame 23 from 37 frames
No. of IF=3
MSE=24.46
PSNR=34.25

s at different

values of the no. of IF (using OTS method).
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Frame 3 from 37 frames Frame 11 from 37 frames
No. of IF=0 No. of IF=2
MSE=37.26 MSE=6.71
PSNR=32.42 PSNR=39.86

=

Frame 21 from 37 frames Frame 23 from 37 frames
No. of IF=1 No. of IF=3
MSE=54.08 MSE=19.86
PSNR=30.80 PSNR=35.15

Figure (4.14) Some of the reconstructed video frame s at different
values of the no. of IF (using MOTS method).

4. Tables (4.15 and 4.16) show the effect of changingshold values

on the performance parameters of two motion esiimahethods.
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Table (4.15) The effect of threshold values (for OT S method),
(where, GOP size=34; No. of IF=2; Block size=8x8).

Thresholds MSE | PSNR | G T';"ei'”
10 40.59 32.05 54.16 10.12
First 15 42.84 31.81 55.26 10.24
video 50 53.97 30.80 57.95 10.30
sequences 75 53.97 30.80 57.95 10.41
150 53.97 30.80 57.95 10.53
10 19.23 35.29 50.33 10.11
Second 15 20.08 35.10 51.34 10.29
video 50 60.94 30.28 57.63 10.35
sequences 75 61.89 30.21 57.66 10.41
150 61.89 30.21 57.66 10.59

Table (4.16) The effect of threshold values (for MO TS method),
(where, GOP size=34; No. of IF=2; Block size=8x8).

Thresholdd MSE | PSNR | C T';"ei'”
10 33.06 32.94 59.10 9.21
First 15 31.50 33.15 58.45 9.35
video 50 28.07 33.65 58.42 9.39
sequences 75 28.07 33.65 58.42 9.67
150 28.07 33.65 58.42 9.87
10 46.54 31.45 59.76 9.19
Second 15 48.34 31.29 58.96 9.30
video 50 17.46 35.71 57.75 9.57
sequences 75 17.46 35.71 57.75 9.65
150 17.46 35.71 57.75 9.88

Figure (4.15) shows some sample of the reconstiuageo frames
constructed at different threshold values, they ehdween motion
compensated by OTS method. Figure (4.16) showsctreesponding
reconstructed video frames which have been motiompensated by
MOTS method.
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Clapter Four

Frame 3 from 34 frames
Threshold value=15
MSE=36.44
PSNR=32.41

Frame 18 from 34 frames
Threshold value=75
MSE=34.38
PSNR=32.77

Frame 21 from 34 frames
Threshold value=50
MSE=8.78
PSNR=38.70

Figure (4.15) Some of the reconstructed video frame

Frame 23 from 34 frames
Threshold value=150
MSE=44.52
PSNR=31.65

threshold values (using OTS method).

s at different
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Frame 3 from 34 frames
Threshold value=15
MSE=37.89
PSNR=32.35

Frame 18 from 34 frames
Threshold value=75
MSE=7.90
PSNR=39.15

Frame 21 from 34 frames
Threshold value=50
MSE=3.90
PSNR=42.22

Frame 23 from 34 frames
Threshold value=150
MSE=10.79
PSNR=37.80

Figure (4.16) Some of the reconstructed video frame s at different
threshold values (using MOTS method).

4.7 Overall System Performance Tests

In this section the overall performance resultsheftwo established
video compression schemes are given. In other wadtus results of
intraframe compression (AF and IF) and interframoenpression (PF by
using the two ME methods OTS, MOTS) are preserntael,test results
have been listed in tables (4.17 and 4.18) in ¢alble the average values
of MSE, PSNR, and Cof all video frames belong to the first video
sequence are listed. The results indicate that awerall results are
significantly affected by size of GOP, thresholdues (Th), number of
wavelet passes, number of interpolation frames, #mel value of

guantization parameters, as shown in tables (sht44l8).

-96 -



Table (4.17) The overall test results of the vidempression scheme based on using OTS
method (for the first video sequence)

(;CZ)EP Nf\i:"f NCI’I': et Ng'FOf Th |NoPass Q. | Q | « | B | MSE | PSNR| C
12 2 0 10 150 3 3 | 40 | 06 | 1.5 | 38.70 | 32.54 | 64.60
22 2 2 18 150 3 3 | 40 | 06 | 1.5 | 3154 | 33.23 | 70.34
34 2 2 30 150 3 3 | 40 | 06 | 1.5 | 3337 | 33.06 | 70.89
37 2 0 35 150 3 3 | 40 | 06 | 1.5 | 102.64| 30.43 | 59.81
37 2 1 34 150 3 3 | 40 | 06 | 15 | 57.83 | 31.81 | 67.81
37 2 2 33 150 3 3 | 40 | 06 | 1.5 | 3349 | 32.61 | 67.67
37 2 3 32 150 3 3 | 40 | 06 | 1.5 | 40.63 | 32.67 | 69.98
34 2 2 30 15 3 3 | 40 | 06 | 1.5 | 31.14 | 33.26 | 68.20
34 2 2 30 50 3 3 | 40 | 06 | 1.5 | 3337 | 33.06 | 70.89
34 2 2 30 75 3 3 | 40 | 06 | 1.5 | 3337 | 33.06 | 70.89
34 2 2 30 150 3 3 | 40 | 06 | 1.5 | 3337 | 33.06 | 70.89
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Table (4.18) The overall test results of the vidempression scheme based on using
MOTS method (for the first video sequence)

iicz)ep Nf\i:"f NCI’I': et NI?,'FOf Th |NoPass Q. | Q | « | B | MSE | PSNR| C
12 2 0 10 150 3 3 | 40 | 06 | 1.5 | 31.93 | 33.15 | 65.22
22 2 2 18 150 3 3 | 40 | 06 | 15 | 26.35| 33.97 | 70.69
34 2 2 30 150 3 3 | 40 | 06 | 1.5 | 2819 | 33.61 | 71.46
37 2 0 34 150 3 3 | 40 | 06 | 15 | 77.14 | 3095 | 61.76
37 2 1 34 150 3 3 | 40 | 06 | 1.5 | 4298 | 32.38 | 56.59
37 2 2 33 150 3 3 | 40 | 06 | 1.5 | 31.56 | 33.21 | 68.30
37 2 3 32 150 3 3 | 40 | 06 | 1.5 | 3421 | 33.02 | 7103
34 2 2 30 15 3 3 | 40 | 06 | 1.5 | 28.88 | 3353 | 71.39
34 2 2 30 50 3 3 | 40 | 06 | 1.5 | 28.19 | 33.63 | 71.36
34 2 2 30 75 3 3 | 40 | 06 | 1.5 | 2819 | 33.63 | 71.36
34 2 2 30 150 3 3 | 40 | 06 | 1.5 | 2819 | 33.63 | 71.36
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Chapter Doan Tests and Results

4.8 Tables Notes

1.

The increase in the number of wavelet passes [lasalses an
increase in ¢ and decreasing in Quality.

The increase in the quantization step causes aa®ein the frame
guality and an increase in value qf @nd vice versa.

The results of using MOTS method refer to good a@sgfion ratio

and PSNR, when they are compared with the rest®I'& method.

The increase of GOP size without using interpotatioding lead to
a decrease in,@nd quality, but when using interpolation codihgpt
increase leads to an increase jn C

Increasing the number of interpolated frames leaddreasing both
guality and compression ratio.

The increase in threshold values of motion estomatieads to
increase in quality and decrease in compressioio, rand this

increase or decrease will stop at certain threshaldes.
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Chapter Five

Concluswns o Future Works

5.1 Conclusions

From the test results presented in previous chapter, some remarks
related to the behavior and performance of the two investigated video coding
schemes are stimulated. Among these remarks are the following:

1. The quantization parameters mainly affects on the (MSE, PSNR, and
C,). It was found that the suitable values are (Q =3, Q=40, a=0.6,
B=1.5) which led to good PSNR (less distortion) and C..

2. The new proposed MOTS method of ME has better performance in
terms of image quality and compression ratio, and it is faster than the
traditional OTS method.

3. When the size of GOP is taken small then the number of frames coded
as anchor frames will increase, and consequently the error level of the
compressed frames decreases and the attained compression ratio
become less.

4. The use of interpolation frames with large GOP size will increase in
compression ratio of estimated frames, but it will cause a decrease in
compression performance (PSNR).

5. Thevalue of the parameter (number of interpolated frames) affects the
performance of the inter-coding methods (OTS and MOTS), wherein
the increase in the number of interpolation frames leads to less error

and good quality and better compression ratio.



t/f' apte rvﬁ ve

Gonclusion and future works

5.2 Future Works

1.

Utilize another wavelet-based compression schemes (like
packet wavelet transform, Quadtree wavelet transform) to
compress anchor frames.

Using vector quantization to improve the compression
performance of the detail subbands.

Using another types of coding (like, Huffman coding, and run
length coding) instead of shift coding.

Using the same enhancement mechanism to improve the
performance of other motion estimation methods (like,
modified to orthogonal search algorithm (OSA), and four step
search (FSS)).

Improve the performance of motion estimation by searching the
most similar anchor frame (instead of using nearest anchor
frame).

Add further coding step to handle those blocks which their
motion compensation led to high error, such blocks could be
compressed by using one of the still image coding methods.
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