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Diseases name

Symptoms

Treatments

ALEZZANDRINIS Syndrom

- facial vitiligo

- deafness

- unilateral tapetoretinal
degeneration

ITO

- irregular shap macule
sharply outlined margines

- bilateral

- CNS abnormalty

- abnormal hair

- marble cake pattern

- abnormal eyes

- abnormal teeth

- arm and leg length
discrepancy

- decreased sweat

- in(trunk, extremities)
sites

no treatment is
available diagnosis is
for genetic counselling

Oncocercias

- the hypomelanosis gives
the patient a leopard
liknapearance

the microfiliaria of
oncnocerca volvos in skin

- the microfliliaria of
oncnocerca volvus in blood
sputum urine in heavely
infected

- in(groin, pelviceand
axillary area) sites

Ivermectin or surgery
for nodules on skin and
head

Pinta

- apear as erythematous
psoriasi from plaque

lesion be erythematous or
copper colour then stated
blue

- mottled with hypo or hyper
pigmentation

- symetrically on elbows,
kuncklues, knees, ankles,
flexor aspect of the

Peniciline

wrists
- raised erythematous - 2.5% selenium
margines sulphide
- scales - shampoo
- erythema - oral azole
Tinea versicolour - has scales when itching antifungols
- raised - cure rates range
- increased in humber and from 90 to 100%
size with ketoconazole
and itraconazole
- vitiligo abundant poliosis
- alopecia remains an indicator of
- poliosis a poor prognosis for
- photophobia repigmentation
VoGT-KoYANA GI-HARADA - irritation
- occular pain
- headach
- fever

- malaise




havsea and vomiting
psychosis
hemiparesis
parafegia

dysphagia
nuchal rigidity

Ziprkowshi Margolis
syndrom

feather margins
defness

mutism

hetrochromic iridies
in(mid arm, legs, feet,
trunk, sparing dorsal
spine, abdomen

histidinemia

blond hair

blue eyes

CNS abnormality

anemia

elevated blood and urinary
histidine level

positive ferric chloride

test

Menkes's steely hair

buffy face

abnormal hair
progressive cerebal
degeneration

bony changes
hypothermia

arterial rupture

arterial thrombosis

defect in copper transport

copper replacement
therapy has not proved
useful

phenylktonurea

blond hair

blue eyes

CNS abnormality
eczematous changes
selerodermatous changes
deficiency of Phenylanin
hydroxy Lase

low phenylatamine diet
results increased
pigmentation and often
clearing of eczema

Post Kala Azar

lesions single or
confluent to give a map
like appearance
cutaneous feature include
erythematous macules and
yellow to pink nodules
the leishmania-do novani
detected in smears or
cultures prepared from
bone marrow biopsies or
spleen aspirates

in( chest, black, arms,
anterior thighs, skin from
waist to feet is
conseicuously spared

pentavalent antimony
compounds is effective
against vesceral
leishmaniasis but
hypomelanosis is
irreversible

Tuberous sclerosis

milk white macule

dicrete margins

Ash-leaf spots (long axis
of lance ovate macules
usually axial on
extremities and transverse
on trunk

no Rx for the white
macules of tubrous
sclerosis




poliosis

shagreen patch
periungual or subungual
fibroma

intraoral fiboroma

diffuse bronzing
symmetrically from wrists
to elbows or from ankles
to knees

WAARDENBURG's Syndrom

milk white macule
feather margins

white forelock

displaced medial canthus
premature greying of hair
hypopigmented irides
broad nosal root

eyes brown hyperplasia
defness

in(forehead, neck,
anterior chest, abdomen,
anterior knees and arm,

- no treatment for
the pigmentary
diluation is
available

- spontaneous
disappearance of
the white
forelock

- spontaneous
repigmentation
and contraction
of white macules

homocystinurea

dorsal hand have been
reportyed

blond hair - methionine

blue eyes restruction

CNS abnormality
occular changes
skeletal abnormality
thromboembolic
evaluated blood and
urinary homocystine level

- dietary systeine
supplementation

- pyridonine
suplimentation with
systalhioine
synthetase
deficiency to
reversible of
hypopigmentation of
hair

Neavus depigmentosus

feather margins

off white macule

no. of melanocytes is
normal but dopa reactivity
is readuced seizures
limphypertrophy

unilateral

guasidermatomal
hypomelanosis

"in(trunk, lower abdomen,
face

melanosomes are normal in
size or shap , internal
structure

melanisation is normal to
decrease

melanosomes are
occasionally aggregated in
melanocytes and in reduced
no. in keratinocytes

no available Rx, it is
stable

Piebaldism

milk white macule

feather margines

white forelock
hyperpigmented macules 1cm
in diameter within white
macules

- sunscreans are
adviced

- cosmetics and
dyes are useful

- topical steroids
however are not




in(mid arm, legs, feet,
trunk sparing dorsal
spine, abdomen
mucosal involvement
hetrochromic iridies
defness

helpful

PUV both
topically and
orally has proved
disappointing

Tietz syndrom

blond hair

blue eyes

eye brown hyperplasia
deaf and mutisim

milk white macule
scalop margines
round or oval

hair involvment

Topical steroids/
PUVA oral PUVA
20% MBEH cream
to remove normal

leukotrichia skin colour
- halo navus
Vitiligo :

alopecia areata
aphilhalmological changes
iris abnormal
retinal abnormal
choroidal abnormality
healed chorioretinities
pain Penciline, but
BUBA treatment in the
Frambesia infection stage
Parangi prevent the

Yaws Paru characteristic

be enlarge certifugilly
symmetrically on anterior
wrists, dorsal hand, small
joints over hand or feet

late leukoderma
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CHAPTER ONE
INTRODUCTION

1.1 Introduction

Expert systems are computer programs that are etkrirom a
branch of computer science research called Arilficitelligence (Al).

Al is the study of how to make computer do thingdkich at the
moment; people do better [Ger01].

Expert systems combine a knowledge base of rule domain-
specific facts. They have architecture that separtiie knowledge base
from the inference engine. This feature make thewkedge base more
easily modified as new rules and facts become knd®gasoning in
expert systems can be explained. Most expert sgsétlow the creation
of explanation systems to help the user undersgaiedtion being asked
or conclusions being reached.

There have been various application areas that haga successful
for expert system development. Application areatuohe classification,
prediction, diagnosis, planning, monitoring, scHexy) maintenance and
targeting [SRIO1].

To perform difficult tasks, we need to focus ouowiedge on narrow
range of applications. This will be helpful for &hag to explain their
actions and lines of reasoning.

ESs are fit where there are no established hypisthewhere the
information is ‘cloudy’ or ‘fuzzy’ and where humaaxpertise is scare or

in high demand and their services are expensive.
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1.2 Literature Survey

Several research efforts that are concerned witteldping and
designing expert system have been published. Sdrtieese efforts are
summarized below:

1. [STE92], In that orientation a prototype expessistem named
Recurrent Abdominal Pain System (RAPS) has beenlemgnted
successfully for medical diagnosis. It is a rulsdmh system use a
backward chaining approach and employs a certdaupr method for
its reasoning. Other features of RAPS include gaquanation facilities
and interact with the user to ease the use. Italsws the system to deal

with knowledge base that was acquired from expertis

2. [THA94], in this orientation, an expert systepphcation in lraqgi law
(ESAIL) attempts to provide means to manipulatdragi law domain,
which is one of the most popular areas in lracgg'al dife word. The
system explains its conclusions by applying the tlaxt associated with.
ESAIL is a rule-based system, which store its kmalgk in an external
database and its uses thetBe indexing method for retrieval from the
database. In its present form, ESAIL deal withrietgd domain in the
laws related to the Iraqi personal status law, wihvarious sections.
ESAIL deals with two types of users: the profesaldawyers who have
unrestricted access to the system during the imgbubew laws and
modifications by interactive procedures; while oaty users have access

only to the use of the system, without being ableriter or modify laws.

3. [KAN98], this work is an attempt to develop axrceptual scheme for
rule-based connectionist expert system. A new ambres proposed to
integrate neural networks with rule-based expestesy. The integrated
system combines the strength of rule-based sematnticture and the
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learning capability of connectionist architecturee developed structure
had used the subsystems of neural networks (sybastghe basic
building blocks, where the subnet represents aterlusf rules. These
subnets were organized into a hierarchical strectbat corresponds to
the deduction steps of the expert system. The sehaso, considers
reasoning under uncertainty. The aim is to comnatei@ confidence
factor to the user to give some guidance to thalwglof the deducted

facts

4. [SRIO1], Regular of Mean Arterial Pressure (R)Ausing Sodium
Nitro Prusside (SNP) infusion is common in many diads. This
research comparatively evaluated the performancehife types of
expert system controllers to automate this task-based, fuzzy, and
artificial neural network. For meaningful compansahe three systems
were based on the same set of rules. Their peaioce was tested on a
nonlinear blood pressure model derived and scated €anine data that
simulate typical patient responses to the drug.cidmrollers were tested
for different patient sensitivities, baseline drdhd noisy blood pressure
readings the controllers were able to regulate NP in the target
region about the set point for more than 90% oftitme. The rule base
controller reduced MAPS the faster, while the fuzagd neural
Controllers regulated MAP better over longer pesiod

5. [NIEO1] , detailed design assumptions and fumai principles
of two hybrid rule-and model-based expert systersllshfor
uncertain backward and forward reasoning were ptede The
systems may used to reason with any knowledge b&kse,
knowledge Base semantics is simple, intuitive aralightforward.
Practically unlimited nesting of rules, methodsnadl as rules and

models was allowed. Uncertainty was modeled usingodified
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Stanford Certainty Factor Algebra. The classic fat@hCertainty
Factor Algebra using Certainty Factors in the rapjd] has been
modified to make it conform to Aristotelian Logiorfthe case of
CF's being equal 1 or -1 and take into account et and
independent lists of conditions. The system wernaimgapd with
diagnostic facilities which can automatically chieckthe rule and
constraint base for inconsistencies and redundsn@eoviding

warnings and detailed diagnostic messages.

6. [ALKO2], this work was an attempt of designingexpert system shell
for general diagnosing systems that contains allféicilities to help its
users (human expert) to complete their jobs (btildir own expert
system) easily and efficiency. Two shells were giesd and
implemented. The first was call@ddADES, which stands for General
Automatic Diagnosing Expert System, While the secovas called
GACES, which stands for General Automatic Code Expert&ys Both
designed shells were constructed as two phasels Sheke two phases
are: an automatic friendly inference (expert irdeéf), and an inference
engine. The first face is responsible for acquirihgman expert
knowledge in an automatic way by using menus anssage windows.
The second phase is concerned with the design fefemce engine
together with a user interface that uses a backwhaining. The two
designed shells based on reasoning under uncgrtasig certainty

factor method (Stanford Certainty Factor).

1.3 Aim of the project

This research is an attempt to develop an expstesyto diagnose
the hypomelanosis skin diseases with their treatsnevhich is based on

an uncertainty.
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1.4 Thesislayout

The following are the layout of the thesis contents

Chapter one Includes an introduction to Expert Systems and
literature survey to the related work done on it.

Chapter two contains theoretical concept of expert systems, th
include what expert systems are and the charattsref an expert
system , essential elements of it , knowledgeesprtation in
general , knowledge acquisition methods, reasoniungler
uncertainty, and some application in expert system.

Chapter three contains the development of the suggested system.
Chapter four includes the operations of the system with the user
interface.

Chapter five include the discussion, conclusions of this work ar
given together with some recommendation for futuogk in this
field.



CHAPTER TWO
THEORETICAL CONCEPTS OF EXPERT
SYSTEMS

2.1 Introduction

Expert System (ES) can be defined as a programattempts to
mimic human expertise by applying inference methods specific body
of knowledge (Domain) [DAROQ].

Such system would fulfill any function through humexpertise, or it
could be of assistance to human decision makerd&hesion maker may
be qualified, in such case the program prove itstexce by the decision
maker productivity. In other way, the human collaior may be capable
of reaching expert levels of performance usingateriechnical help from
the program [STE92].

Before exploring expert system, it is importantom clear about the
distinction between three concepts: data, inforomaind knowledge, at
which the difference between them is the questibfewels. Data is a
group of alphabetic symbols (just uninterruptedueal e.g. (46),
information is passive in the sense that it does not givetaskirther
generations of information ("organized values", eahcan be regarded as
having some sense or interpretation,e.g 46 helth@sage' field in a
personal details' record), whikmowledgeis active in that it can give rise
to further generations of information (informatiamich is known to be
true),which represents the main difference betw&aowledge and
information [DAROQO].

In this chapter we will discuss the following sutige

1. Expert System Characteristics.

2. Expert System Components.
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3. Knowledge base representation
4. Knowledge Acquisition.
5. Reasoning under uncertainty

6. Some applications in expert systems
2.2 Expert Systems Characteristics

Expert Systems have many characteristics, whichbeasummarized

as follows:

1. It simulates human interpretation of problem domaather
than simulating expert systems from more familiagrgpams
that involve mathematical modeling. This do not méaat
the program is ideal psychological model of theegkout it
focuses on emulating of expert's problem solvingitads,
Thus performing the relevant tasks as an expdetier.

2. It solve problem by heuristic or approximate met)aghich
unlike solutions, are not guaranteed to succedtkwkistic is
essentially a rule of thumb that implies the expi@s of a
piece of knowledge about how to solve problemsadmes
domain. Such methods are approximate in the sbaséiey
don’t require precise data and the solutions ddrive the
system may be proposed with varying degrees ohiogyt
[STE92].

3. Good reliability. The expert system must be rekadhd not
prone to crashes or it will not be used [LUG89].

4. The ability to dealing with uncertainty and incometgness.
Information about the problem to be solved can be
incomplete or unreliable, relation in problem domean be
approximate, for example we may not quite sure sloae

symptoms are present in the patient, or the meamunedata
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Is absolutely correct, some drug may cause somialgm
but usually does not. All this required reasoningthw
certainty [BRAO1].

2.3 Expert System Components

Most of the ES are composed of a user interfacewletdge base, an
inference engine, and methods for building and tipgdahe knowledge
base. Figure (2.1) is an illustration of expert tegs architecture
[TUR98].

KNOWLEDGE
BASE

A
A 4
USER
INTERFACE
A A EXPLANATION
GENERATOR Knowledge
Engineer
A
v
INFERENCE B
> ENGINE < Expert
Knowledge
A
v
WORKING
MEMORY
SHELL

Figure (2.1) Components of an Expert System
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2.3.1 User Interface [STE92]

The interfaces permit the user to interact with glgstem to present
the problem and find the conclusion. The system qastify its
conclusion, as well as human expert can inform \whyticular option
were taken or ignored.

The user interface tries to prove similar form afmenunication
facilities provided by the expert , but interfacsHimited capability for
understanding natural languages and general woavledge, however
sometimes graphic user interface can make avaibgm of human-
human communication that has no direct analog imanthuman

communication .

2.3.2 Knowledge Base
The heart of the expert system is the general keabyd base, which

considers the problem solving knowledge of theipalgr application. It
contains both general knowledge as well as a gaseife knowledge
[LUG89].

A knowledge base comprises the knowledge that exip to the
domain of application, including such things as @anfacts about the
domain, rules that describe relations or phenomertae domain, and
possibly also methods, heuristic and ideas forisglyproblems in this
domain [BRAO1].

There are standard set of knowledge representmebmiques, any of
which can be used, each techniques provide thergmrogvith certain
benefits such as making it more efficient, moralgamderstood or more
easily modified.

The three most widely used in current expert systam rules, semantic
net, and frame [WATS86].

10
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2.3.3 Inference Engine

The inference engine applies the knowledge (in kedge base) to
the solution of actual problems. It is essentially interpreter for the
knowledge base. In the production system, the enigg engine performs
the recognize-act control cycle. The procedure tingplements the
control cycle is separated from the productiongulemselves [LUG98],
[WATS8E6].

An important aspect of the inference engintheskind of control of
guidance that is available to direct the searcrafoanswer. Such control
mechanisms are referred to as search strategiesrthaesponsible for
determining the orders in which rules are selectsmhong the most
widely used control strategies are forward and ack reasoning (or
chaining) [BRAO1], [WAT86].

Both control strategies are described as below:

In data driven search, sometimes calledward chaining, the
problem solver begins with the given facts of tmebtem and a set of
legal moves or rules for chaining state. Searclegwds by applying rules
to facts to produce new facts, which are in tureduby the rules to
generate more new facts. This process continudsitugénerates a path
that satisfies the goal condition.

In goal driven search, sometimes caltettkward chaining, take the
goal that we want to achieve, see what rules @l legves could be used
to generate this goal and determined what conditraast be true to use
them. These conditions become the new goals, orgsalts, for the
search. Search continues, working backward threughbessive sub goals
until it works back to the fact of the problem. $Hinds the chain of
moves or rules leading from data to a goal, althoitgdoes so in
backward order [LUG89].

11
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In rule-based expert systems, the inference engarks by selecting
a rule for testing and then checking if the cowdisi for that rule are
fired. The conditions may be found by questioning tiser or they may
be already discovered facts during the consultattben the conditions
of the rule are found to be true, then the conolusif the rule is true. The
rule is then said to have “fired”. The conclusidrttas rule will then be
added to the knowledge base or may be displayetheiaiser interface
for information [RIC91].

The important feature of inference is the abildaydeal with problems
whenever the knowledge is uncertain. This woulgh laeiring diagnosis if
the data or evidence for the cause of a fault eaain. The user will
typically express this as a degree of certaintypmbability for the
occurrence of the evidence [PAR8S].

Three inference strategies commonly used by expeetsdeductive
inference, inductive inference and abductive infeee These will
describe in some detail [ALKOZ2].

 Deductive inference: The attraction of deductive inference

is that it is a form of reasoning that is mathepaly exact.
This means that if the premises are true, thercdinelusion
Is guaranteed also to be true.

* |Inductive inference: It is a form of reasoning from specific to

general. This form of inference lacks the matheraatxactness of
deduction meaning that there is always the posyilihat the
conclusions are false. However, inductive infererecommon
inexpert systems because it does match human mufeia the real
world. To prove a conclusion, some additional aggion would
have to be included from human common-sense kngeled the

world of the world and added to the given premise.

12
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» Abductive reasoning: Abductive inference explains effects in

terms of their cause. This contrasts with deduatiference, which
works from causes to effects. For example, congiaerule "if it
IS training then the grass in the garden will get"AWrhe truth of
the premise will ensure the truth of the conclusibhis is "cause
and effect". Abductive reasoningthen applied to this rujevould
assume the truth of converse. That is "if the gnagtke garden is
wet then it has been raining". This rule would beneyally
accepted even though there is no guarantee obitsatness. It is
possible that the grass has become wet becauas iden sprayed
with water, or perhaps for some other reason. Thbsluctive
reasoning also lacks the mathematical exactnessledfictive
reasoning. However, human experts frequently agtdguctive

inference.

2.3.4 Working Memory

The working memory is a dynamic image of the knalgke (which is
usually empty at any initial operation time). Itnststs of facts that
acquired by the expert system during its operatah dynamic data
feeding.

Furthermore, it records the intermediate resultd agpotheses that
expert system manipulates.

As for operation progress, the inference engines t&set and rules in the
rule base, in conjunctions with user input, to dacks to the working
memory [TOW88].

The working memory can be finite or “unlimited” Bize. Various
strategies can be used in the finite case whenvttking memory fills
up, for example drop the oldest data, or keep dinéy important data
[TOB91].

13
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2.3.5 Explanation Facility

Confidence in a computer system achieved not aoly fthe quality
of its results but also from the assurance thatsirstem’s reasoning is
perfect and in coincidence with the task requifeAR88].

Majority of the current expert systems posses amplémation facility”
which is knowledge for explaining “How” the systemorks and “Why”
it's actions or result are appropriate [WAT86]].

The term“Why” under “explanation facility” gives answer for
guestion about why some conclusions were reachedvior some
alternatives were rejected. To carry out this tals&, system uses a few
general types of question answering plans, and¢agsires the system to
trace backward along working memory from the curgoal toward the
top goal.

The system can also explafitdlow” it has arrived to a certain
conclusion by tracing forward, along working meméngm the top goal
toward the current goal. Also it can work backward.

An inference system that can explain its behaviordemand will

seem much more believable and intelligent to issIifMARS9].

2.3.6 Shells [DAROO]

Shell provides an easy starting point for buildeng expert system
because of their ease of use. They are expertnsystieat have been
emptied of their rules. This means that develomars concentrate on
entering the knowledge base without having to bukry thing,
including the inference engine and user interfroe scratch. Even non-
programming experts can familiarize themselves wsthells fairly
rapidly. Many expert system shells contain fa@stithat can simplify

knowledge acquisition. Non-programming experts cacquire an

14
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understanding of shells without undertaking thegtey learning process
that programming other types of software develogmesquires.

However, using a shell to build an expert systemlead the builder into
oversimplifying the application domain because Ishate inflexible, in

that it is difficult to modify or change the wayethwork with regard to
both representation of knowledge and the inferemeehanism.

2.4 Knowledge Based Representation

The knowledge concerning any problem domain is labsy
necessary to solve problems. If computers arelte spoblems, then the
knowledge must be encoded into data structurescdratoe created and
used by program [STE92].

The techniques used to represent knowledge in expgstem
application are: - [STE92] [DAROQ]

1- Rule based knowledge representation.

2- Semantic network knowledge representation.

3- Frame based knowledge representation.

4- Formal logic knowledge representation.

2.4.1 Rule Based Knowledge Representation

The majority of expert system use rules sometimedlea
productions, to represent knowledge [DAROO].

A rule consists of two parts: condition (antecejlepart and
conclusion (action, consequent) part i.e.:

If (conditions) then (conclusion)

Antecedent part of the rule describes the factsomditions that must
exist for the rule to fire consequent describes fibet that will be
established or the action that will be taken orctasion that will be

made [webl], for example:

15
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Animal is bird and

It does not fly and

It swims and

It black and white
Then

It is a penguin

Following this model, an expert system will recepm®positions, or
answers to a certain line of questions. It will pare the propositions
with the facts and rules registered in its knowkedmpse. Using the
inference engine, it will evaluate the propositi@gainst the rules and
infer an answer.

The piece of knowledge represented by the productite is relevant
to the line of reasoning being developed if thepart of the rule is
satisfied; consequently, tiiénen part can be concluded, or it's problem-
solving action taken. A rule may fire another rudjich in turn may
seem more information from the user [Ger01].

Some rules may also be true but not always allithe; i.e., they may
be uncertain or inexact. The way of expressing dacgy about the rule
Is by adding a certainty factor (CF) to the rul&jeh indicates the degree
of the rule certainty being true [WEI88].

A rule based representation has the following athges [DAROO]:
a- Simplicity. Rule form a good psychological modet kmowledge
representation because they closely relate to hurmeasoning.
This makes rule based system easy to build in casgrawith

other methods for representing knowledge.
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b- Modularity. This means that blocks of rules canrimkependently
written and added to a rule base, and checkeddimectness. So
rule based expert systems can be broken down iatilye
manageable components for development. This feathed
enables knowledge bases to be constructed incrallyerstep by
step.

c- Handling uncertainty. A number of technique haveerbe
developed that allow knowledge about uncertaintydaontained

within rules.

2.4.2 Semantic Network Knowledge Representation

A semantic network, or net, is a classic represemdaechnique used
for prepositional net.

The structure of a semantic net is shown graplyigalterm of nodes
and the arcs connecting them. Node are often sefaas objects and the
arcs as links or edges.

The links of semantic net are used to expressioakttip. Nodes are
generally used to represent physical object, cancesituation [JOS98].
Relatinship are of primary importance in semantatsnbecause they
provide the basic structure for organizing knowkedgWithout
relationship, knowledge is simply a collection afrelated fact, with
relationship, knowledge is cohesive structure abatich other

knowledge can be inferred [JOS98].

The problem with semantic net is the dificulty qidating them to
reflect new knowledge or changed relationships.[&FALKO2].
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2.4.3 Frame Based Knowledge Representation

Frames representation combines the idea of semaetworks and
rules. A frame is a complex data structure thatlectd together
knowledge about a particular concept and provielgsectations and
default knowledge about the concept. Typically, fitaene is represented
as a template, which consists of a number of sdoi$ optionally the
values that the slots can take. The values maysékes be other frames.
A new concept can often be represented by meredyngda frame for
that concept. Missing information about a concepeadily apparent, the
slot for that information is empty. Prior fillingf éhe slots can provide
default information easily [BRAO1],[TUR9S8].

The expressive power of simple frame systems fonrdo features
of the representation: -

a. The frame contains descriptive details of an ohjecjuestion and
it can embody procedural knowledge besides dedolarat
proprieties and value. This is executed by procadatachments,
depending on the state of a particular slot anadq@ores can be
called to execute necessary computations.

b. Information can be transferred within frames, usamginheritance
link. Using such a link, the lower frames in a hiehy can inherit

values in their slots from an upper frame [FOR89].

2.4.4 Formal Logic Knowledge Representation

This was first followed-up by the ancient Greek Ipbophers in
search for understanding reasoning and knowledgeophiing the
mathematical and philosophical study of logic. Togic is based on the
concept of truth because in formal logic, a stataénseeither true or false
[WEI88].
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There are two primary examples of this type prdaposal logic and

predicate logic [WEI88].

a. propositional logic: Propositional logic covers the knowledge that
can be represented by using a series of stateraflatl proposition
[RICO1].

Propositional simply denote propositions, statement about the

world that may be either true or false such as:}98],[LUG89].
(1) “The car is red”
(2) “Waters is wet”

The most common connectives used in prepositiatat lare shown
in table (2.1) and table (2.2) summarizes the adwms and
disadvantages of the three representation scheswilded above , and
table (2.3) summarize the main characteristichefthree representation

schemes [DAROO].

Table (2.1)Connectives used in prepositional logic

Symbol | Meanings Interpretation
Negation, Negation of proposition A is true if A |s

~A
Not A false and vice versa.

Conjunction. A and B only true if A and B are bagth
A"B AAndB true, otherwise false.

AvB AOrB Disjunction. A or B is true if A is true or B isute.

Implication. If A is true and A implies B is true,
then B is true. If A is false and A implies B isiér
A-B AlmpliesB then anything goes. That is, B could be true ar
false, since implication says nothing about case

when A is false.
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b. Predicate logic: Predicate logic is much more than flexible
prepositional logic since it allows the use of pcates and quantifiers
within the logic statement [STE92].

It is inadequate for solving some problems becaugeposition has
to be treated as a single entity that is eithex tufalse. Predicate logic
overcomes this by allowing a preposition to be kroklown into two
components. These are known as arguments and atesl{©ARO00].
Predicate calculus also allows expressions to contaiables. Variables
let us create general assertions about classe#ité® For example, we
could state that
For all values of X, where X is the day of weele gtatement:-

Weather (X,rainjs true; i.e., it is rain every day [LUG98], [LUGS89] .

2.5 Knowledge Acquisition [PARSS]

“Knowledge acquisition is the transfer and transfation of
problem-solving expertise from some knowledge seucca program”
and such knowledge source derived from human expégktbooks,
databases and a person’s own experience.

The transfer and transformation required to o#&pertise for a
program could be automated or partially automatexbime special cases.
A second person (analyst or knowledge engineer) bl required to
communicate with expert and the program.

A number of approaches to knowledge acquisitioveh®&een
suggested. The three basic approaches are as $ollow

a-Interview. Such approach implemented against knowledge gdese

a knowledge engineer for human expert through niateyviews and by
encoding such knowledge in the expert system irs ttase, the

knowledge engineer obtains the heavy burden in khewledge
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acquisition process, and the expert system quaelityrely rely on the

knowledge engineer’s skill.

Table (2.2) Advantages and disadvantages of repregation schemes:

Representation Advantages Disadvantage
modular, Difficult to represent descriptive
flexible knowledge in natural way

Production rule

well suited to many

domain

Difficult to separate domain
knowledge and problem-solving

knowledge.

Semantic network

Object based
representation therefore,

permits inheritance

Can not distinguish between the
class of an object and a particul
object.

Unlike frame, no facility to
handle procedural knowledge.
Presentation and structure for
complex systems could become

unmanageable.

Object-based
representation.
Facilities reusability.

Frames offer facilities for|

The oritical difficulties arise from
slots in frame being
unrestrained.this mean nothing

can be certain and so it can be

Frame exception handing and impossible to give universal
defaults, both of which definitions to objects.
are not easily handled in
logic or other
representation.
Precision that is, Opaque, poor psychological
conclusions guaranteed to model.

Logic be correct if premises « Difficult to represent uncertainty.

correct.
Allows programs to be

decleritive,like prolog.
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Table (2.3) Main characteristics ofrepresentationschemes

Representation

Basic architecture

Method(s) of inference

Production rules

Consist of set of rules, databa
of known facts and interpreters
system work by applying
known fact to left-hand side of
rule; if true, right hand-side
fires. Newly discovered fact is
added to database. Order in
which rules are selected
depends on the method of

inference.

sé-orward and backward
5,chaining. In forward
chaining, the interpreter
searches the data to see
which fact match the left
hand side of the rule. In
backward chaining the
interpreter tries to prove
goal by attempting to
confirm the conditions

leading to the goal.

Semantic net

Object based representation
uses link and nodes to
represent associative

knowledge.

Inheritance through the

links and nodes

Object-based representation

uses slots for storing attributes.

Default value can be assigned

* Inheritance through
frame hierarchy. Slot

value can be set as

Frames to solve values, thus facilitating default use local slot
inheritance. value to override any
parent slot value.
Uses clauses, rules of inference Resolution
_ such as modus pones and
Logic

system output in form of

guestions.
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b- Learning by interaction. This approach will depend on

computer-assisted knowledge acquisition. Here dégpirectly interact
with a computer program that helps to capture th@iowledge; a
knowledge engineer role almost vanished and thgram often helps

experts to clarify their own thoughts.

c-_learning by induction. In this approach a computer program

makes available the best knowledge by examining daid example.
Here the reliance on both expert and the knowleslygineer is again
diminished. The main problem here is how to idgntife most suitable
characteristics or attributes on which inductionuldobe performed
properly.

Interviewing is the most desirable adopted hoet of knowledge
acquisistion, although, it mainly depends on thewedge engineer and

IS time-consuming and expensive.

“Approach b focuses on specific interaction methodologies and
interactive interviewing techniques that help exjpgscover the structure

of this own knowledge knowledge in selected tasks.

Approachc focuses on algorithms that analyze data and exangid
then generalize them to obtain the required knogéédFigure (2.2),
shows the three approaches of knowledge acquisition
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a-Interviewing

b- Learning by
Interaction

c:Learning by
Induction

Knowledge

Engineer

\ 4

Knowledge Base

Interactive
Interviewing

Systen

|

Knowledge "
Engineer

Knowledge Base

Expert

Case Histories
and Examples

Induction

System

|

Knowledge Base

Figure(2.2) Approaches to knowledge acquisition
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2.6 Reasoning Under Uncertainty in ExpertSystem
[JOS98]

Uncertainty can be considered as the lack of adeqoformation to
make a decision. It is a problem because it maygmteus from making
the best decision and may even cause a bad dedsible made. In
medicine uncertainty may overlook the best treatnfen a patient or
contribute to an incorrect therapy. In businessewamty may mean
financial loose instead of profit. When uncertaifdgts are involved, the
number of possible conclusions may greatly incregedifficulty in
finding the best conclusion.

Although there are many of expert systems apptinatithat can be
done with exact reasoning, many others requirecaicte reasoning
involving uncertain facts, rule or both. Classicaewles of successful
expert systems that deal with uncertainty are MYCitM medical
diagnosis.

Unfortunately, determining the best conclusion may be easy. A
number of different methods have been proposed diealing with

uncertainty and aid in choosing the best conclusion

2.6.1 Methods of handling uncertainty [web3]
Different approaches have been proposed to handlmgrtainty in
expert system the principal ones are:-
» Bayesian probability.
 Stanford certainty factor (CF).
» Dempstar-Shafer (DS) theory of evidence.

» Fuzzy logic.
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2.6.1.1. Bayesian Probability.

An old but still very important tool in Al problensolving is
probability. Probability is a quantitative way oéaling with uncertainty
that organized in the seventeenth century [JOS98. the chance that
particular events will occurs (or not occurs). gt natio computed as
follows:

_ Numberof outcomegavoringoccurrencef x

P = .l (2.1)

Totalnumberof outcome

The probabilities of x occurring , stated as P(g)the ratio of the
number of times x occurs to the total number ofnévehat take place.
One of the most important results of probabilitgdty, the general form
of Bayes’ theorem. Bays provides a way of computireprobability of
a hypothesis Hi, following from a particular pieafeevidence, given only

the probabilities with which the evidence followorh actual causes

(hypothesis).
p(H,/E) = nP(E/Hi)*P(Hi) .......................................... (2.2)
D> P(E/M,)*P(H,)
Where:

P (H/E) is the probability that Hs true given evidence E.

P (H) is the probability that Hi is true overall.

P (E/H) is the probability of observing evidence E whirés true
n is the number of possible hypotheses.

There are two major requirements for the use oeBatheorem: First
all the probabilities on the relationships of thedence with the various
hypotheses must be known, as well as the prob@bilislationships
among the pieces of evidence. Second, and sometimaes difficult to

establish, is that all relationships between ewdeand hypotheses, or
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P (E/H), must be independent. In general, and especdrallyea such as
medicine, this assumption of independence cannjpidiiéied.

A final problem, which again makes keeping theistias of complex

Bayesian system intractable, is the need to reboitwbability tables
when new relationships between hypotheses andresed&e discovered.
In many active research areas such as medicinedisewveries happen
continuously. Bayesian reasoning requires compkate up-to-date
probabilities, including joint probabilities, ifstconclusions are to be
correct. In many domains, such extensive data aale and verification
are not possible.
Where these assumptions are met, Bayesian ape®atier the benefit
of a mathematically founded handling of uncertaiiipst expert system
domains don't meet these requirements and must ealyheuristic
approaches LUG98].

2.6.1.2. Stanford Certainty Factor [web4].

The certainty factor CF was modeled as a differdnegveen two
positive measures, MB-Measure of Belief, and MD-Mea of disbelief,
both in the range of [0, 1].

CF=MB-MD.....oovveeeeeeeeee e (2.3)

Each of these was manipulated separately by similas as for the
CF value, and the conclusions thus were represeasethtervals of
beliefs rather than single numbers. Thus, a si@flenumber, e.g. 0 may
present total ignorance or the difference betwegunaky strong but
opposite beliefs.

The best known of the nonprobablistic method snsethod used by
a diagnostic expert system MYCIN. In MYCIN, sentep@re assessed
not with probabilities (which would range from 01p but with certainty

factors which range from —1 to +1. A certainty tacbf —1 indicates that
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the sentence in question known to be false; a certainty factor of +1
indicate that it is known to be true. A certaingctior of O indicates no
belief either way.

There are three manners in which the certaintyofacare combined

during the evaluation.

a- Antecedent Combination Rule

When reasoning about a particular query Q, MYCIN miecide for a
rule that says

If Pland....andPnthenQ.

In order to do so, however, the system needs tigrass certainty
factor to the conjunction P1 and . . . Pn; the value given by MYCIN for
this expression is simply the minimum of the cetyafactors assigned to
each of the Pi's. the intuitive justification ofathis that we can not be
more convinced of the conjunction that we are of ahthe conjuncts it
contains and we certainly get the right answeth@éicase where each of
the Pi’'s is true or where one of them is false.

Similarly, disjunction (‘or’) is computed by the mimum values, while

logical negation(‘not’) is computed by negation.

b-Serial combination rule

The results of applying the rules are chained,gusirspecial version
of modus ponens that is appropriate for use wittacay factors.
If a sentence (conjunction) P has a computed ingrtéactor C and the
rule is:

If P then D certainty Q
Then the certainty factor assigned to Q is given by

C*D if C>0 wherei€the Certainty Factor

0 Otherwise.
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If C is non-positive, the premises for the rules aot true, so the rule is

irrelevant, and beliefs should therefore be unaéfdc

c-Paralled combination rule

If a conclusion Q is implied by two (or more) rulds in the example

If P1 then...certainty Q
If P2 then...certainty Q

And Ci is the certainty computed by rule i, thée tertainty C for Q is
computed according to the formula:

C=Cl1+C2 -Cl*C2 if C1,C2>0....... (2.4)
C=Cl1+C2+C1*C2 if C1,C2<0........... (2.5)
C=(C1 + C2)/ (1- min(abs (C1), abs (C2 ))@1 * C2 <0 ....(2.6)

2.6.1.3 Dempster-Shafer Theory [web2]

An alternative to Bayesian network is a dempsteaf@htheory,
which is design to deal directly with the distictibetween unceretainty
and ignorance. It computes the probabilities that ¢vidence supports
the propositions. This measure of belief is cabbetief function, written

Bel(X), rather than computing the probability obpositions.

To define the belief Bel(X) precisely, there is @ed to start with a
full list of mutually exclusive hypotheses. Thispoghesis space is called
the frame of discrement, denoteddoyin simplified medical diagnosis

system,8could be {allergy, cold, flu, pneumona}. The goslto attach

some mesure of belief to each elemeréd of
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Note that evidence often supports more than onethggis. Also,
because the hypotheses are mutually exclusiveees&in favor of one
hypothesis may affect the belief of another. lrueely Bayesian system,
handling this is done by listing all the combinagsoof conditional
probabilities. Dempster-Shafer theory attemptsvimdathe need for that
by manipulating the sets of hypotheses directly.

If @ has n elements, it will have’ 8ub-sets and the basic probability
assignment m(X) measures the amount of belief ntiyreassigned to
each sub-set X. by assigning these so that theasun{X) over all sub-

sets X0 O is1. Corresponding sets have no relevance tpristdem.

2.6.1.4 Fuzzy Set Theory [web2]

Another popular alternative theory for uncertaims@ning in expert
system is fuzzy logic.This is based on the ide&rtany concepts are not
sharply defined (e.qg. fast, tall, hot) and consetjyestandard set theory
and the if-then rules cannot be used when reasonitigthem. Fuzzy

logic is built upon the underlying idea of fuzzy geeory.

Classical set theory is based on two valuedtlegrelations such as
X LI s are either true or false. Such classical setssametimes called
crisp sets. For example the definition of a crisp setast cars, which
have a top speed greater than 150 mph:

FastCars= {X Ll cars: TopSpeed(X) > 150 mph}

But the concept of fast car is not really precige that. It is more
reasonable to define it aduzy setwith elements that are members to a
certain degree. A fuzzy set is defined as a functiom the appropriate
domain to the intervdlD, 1] such that f(X) = 1 denotes X is definitely a
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member,f(x) = 0 denotes x is definitely not a mempand other values
denoteintermediate degrees of membership.

Just as classical set theory is governed by twinreddogic, fuzzy set
theory can be related to a many- valued logic imctvipropositions such
as Fast Cars (X) have values in the interval [@yid extensions to the
standard rules of logic can be defined.

The negation of fuzzy predicate f{X} can be definadl in probability
theory:

2 ) = 1K) e, 2.7)

the rules for evaluating the fuzzy truth of othpemtors are less obvious:

f(A £ B)= min(f(A),f(B)).. veeveeeeeerennn. (2.8)
f(A C B)= max(f(A),f(B))....vreoveeerernnn.. (2.9)
f(A = B) = min (1,1-F(A)+(B))...ervveren... (2.10)

these are similar to those used with the certdatttors in MYCIN. Note
that these imply f (AL - A) # f(True) , which might be expected to

lead to problems.

Fuzzy predicates and fuzzy logic could be appleethée rules (of the
kind used in expert systems) in a similar mannerM®gCIN style
certainty factor. Fuzzy logic operates could beduse compute the
degree of truth of the condition and take thatedale degree of truth of
the conditions and take that to be the degreeutth wf the action. If the
rule itself is only true to a certain degree, thenhave to factor that in as

well.
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Building fuzzy experts follows the same proceduassany other
expert system, except that getting the expert sysbedefine all the fuzzy

rules, and make sure they are all internally coasts

Fuzzy logic based expert systems have been vergessitl in
commercial applications, but these have been ramall, with limited
levels of inference, and parameters tuned by maclg@arning. Various
counter intuitive features, such as f (A- A) # f (True),have led some
people to regard the use of fuzzy logic in more glex expert systems to
be as problematic and unreliable as the use of NiYE&llyle certainty

factors.

2.7 Some Applications in Expert system
2.7.1 MYCIN Expert System

The MYCIN project was a cooperative venture by Erepartment of
Computer Science and the Medical School at Stadoidersity. The
main work on project was done during the middle latel 1970s, and
about 50 person-years were expended in the eMCIN was designed
to solve the problem of diagnosing and recommentig@ment for
meningitis and bacteremia (blood infection) [LUG89]

The name of MYCIN was taken from the ordinary suffhared by
distinct drugs used in treatment, example, Erytty@mand Ampicillin.
The main intention of the system was to provide@hand it does so via
the consultation program figure (2.3). As well aghis, three programs
that increase system utility and flexibility werdjasted:
a- Question-answering program that manipulates
languages inquires about either explicit
consultation or the general knowledge base of the

program.
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b- An explination program for giving reasons whhet
performance program has demanded an item of intowmar
how it drown particular conclusion. It allows thseuof the term
WHY andHOW for this purpose.

Consultation
Program

Explanation
Program

Patient Knowledge

Database Question-answering Base
program

A

A 4

Knowledge-
acquisition
program

Figure (2.3) Component of MYCIN system

c- A knowledge acquisition program allowed for extmg the
knowledge base by means of a dialog with an expert.
MYCIN is a rule-based system consist of handerédsles such
as the following :

RULE NO.50
IF (1) the infection is primary bacteremia ,and
(2) the site of the culture is a sterile sit&l
(3) the suspected portal of enfrthe organism is

gastro-intenstinalt tract
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THEN  there is suggestive evidefic@) that the identity of the

organism is bacterer@dw

MYCIN use backward chaining and depth-first seahsibugh AND/OR
graph and is coded in INTERLISP programming [THA94]

Some important features of MYCIN are as follows:

1-

The program can produce a result (in the casegndsas) based
on facts supplied by the user, the facts storeitsidatabase and
its rule of inference. These facts are represeatettiples in the
form (context — parameter — value ) and also aatetiwith
certainty factor number ,as in the following exaenpl

(Patient- age- 43 0.8).

It can allocate a probability on a scale betweelorl'certain®,
thorough O for "don’t know " to -1 for " certainhot".

It can be generalized to cover areas other thactioh.

The disadvantages MYCIN are:

* It requires larg amount of typing, with a soledarview taking 30
to 40 minutes ,which is slow going and can be egrgr prone.

* It is not in clinical use because it needs a dangachine and it
has no access to patients' record, hence, pataatfths to be
entered during consultation [STE92].

2.7.2 Puff Expert System[web5]

Puff (for Pulmonary Fuunction) was developed omdjynat Stanford

University by Al experts , in conjunction with alpwnary physician

(Robert Fallate) from Pacific Medical Center whokeowledge is

encoded in the program.
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Puff's emphasise was on representing symbolic kedyd and using
symbolic processing techniques to make decisionff'sAnedical task is
to interpret respiratory at Pacific MedicalCentés interpretation is
based on historic and symptomatic information akasgest results and
general medical knowledge as output.

Puff typically produces a natural language explanatof its
interpretation , proposes a diagnoses, and incladesnfidence factor

that indicates the system's confidence in thatroiag.

2.7.3 Prospector Expert System

The classic expert system that uses probabilistasaning is
Prospector, which is designed to aid exploratioslaggsts in determining
whether a site is favorable for ore deposits oratetypes. The basic idea
of Prospector is to encode the expert economicogesit’ knowledge of
different ore models in the system. Geologic maslal group of evidence
and hypotheses that support a certain type of @lilsdveing present at a
site. Besides aiding in identifying minerals, Pmspr could also
recommend the best location to drill on the sits. Aore models are
created, the capabilities of prospector increa®&B].

The program combine rule-based knowledge represamtavith a
semantic net using certainty factors and the pratpag of probabilities
associated with the data [THA94].

It also use both forward and backward chainingwiaod chaining is
used to select the most promising goal accordinthéoevidence given
when the system asks for them. Backward chainirgl is establish or
reject the goal [STE92].
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CHAPTER THREE
SYSTEM DEVELOPMENT

3.1 Introduction

As mentioned in chapter one,the aim of the projgan attempt to
develop an expert system to diagnose the hypom&ksiin diseases

with their treatments, which is based on an uncdsta

The system provides a good interface for the uaats human experts
that enable the human experts to add, delete, epdatv knowledge of a
specific disease.

Two phases are considered in this system : phasewdnch consist
of expert interface (which used to simplify theartson of the acquired
knowledge from human experts), where it's outputofkledge base) is
feed into phase two. Phase two is the executabéseplat which the
inference engine executes in order to get the csmats. The inference
engine also provides a method to deal with unagitaind mechanism to

handle explanations (Why and How).

The system implemented by using the visual protogluage facility
which supports many advanced programming tasks asckearching,
matching, and database programming, where factstared and can be
retrieved easily.

3.2 System Architecture
The main components of the system are show indi¢8u1) .
3.2.1 User Interface

When considering the nature of the problem to Heesoby an

expert system, one should also consider how theusedwould need
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to interact with the resulting system. this subsysperform the task
of communicating with the end user , at which tkerumay want to
process an application-domain problem in a formuestion — answer
dialog , explanation for surprising question thaé tsystem asks,

explanation of unexpected results.

A 4

A 4

User \
User Inference Explanation

Expert Interface Engine Facility

A A A A

\ 4 A 4

Automatic Knowledgel,_ | Knowledge
> Acuisition Base

Figure (3.1) The main components of the system

The user interface is designed depending on dialmiem, in
which the user takes in an interactive conversatiith the computer.

A dialog system can be:-
* Question- Answer Subsystem

It used during the questioning about the informatwovided by
the system by "yes" or "no" with certainty factor, the questions
asked to the user to identify the class of diseaskso on.

37



Chapter Three System Description and Architecture

* Text system

It is used during updating or creating new knowkdo the

system.
* Window

The system implies of many operations like editiciggating new
knowledge, help facility, explanation and so ormgheaan be done in

separate window with title represents the specifigeration.
3.2.2 Knowledge Base (KB)

It contains a description about how to solve carf@oblems and

important facts that should be considered.

Many benefits involved in separating the knowletigse from the
control [LUGS89]:

* The knowledge base becomes highly modular and mnabdkf

« It allows the knowledge to be represented in a isen@and

intuitively appealing form.

It provides a great freedom in the design of knolg&e representation

languages.

The purpose of the K.B is to store formulated hunexpert
knowledge about particular disease. KB. is designdoe independent
from components of other subsystems. It is usedhfgrence engine
subsystem for reaching the diagnostic result after system has

inquired the answer of the relevant question.

This design depends on studying the knowledge eegimg and the
knowledge representation methods which they destdbow:
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a- Knowledge Engineering

It used for getting and formalizing the knowledgdected from the

expert into a fit form in order to be expressedmAl language.

The person who collects the knowledge called thewkedge

engineer. His or her main task is to select thawsok and the

hardware tools for the project, help the domainegxparticulate the

necessary knowledge and implement that knowledgeaarrect and

efficient knowledge base.

b- Knowledge Base Representation

The system store the human expert knowledge inexdernal

database with it's associated B+ tree.

It uses the rule base representation to formulaeknowledge in the

form of "If....Then" rules and store them as facts in the databases. It

uses two types of databases that are provided dlggorthese are types

are internal database (working memory) and exteiatdbase ( to store

knowledge base).

The system use two internal databases, these are:

Evidence databaseThis database is used to store the user answers
about a given questions and uses this answer tokciiethe

guestion is already exist, it is declared as fofiow
Database
Evidence (question, user_answer)

Ques_mem:This database is used to store the user answeus @bo
given questions and uses thigormation in case of the given

guestion is asked later, it is declared as follow:
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Database
Ques_mem (question, user_answer)

The system use one external database with its iagsodB+tree to
store the information obtained from the expert migithe expert interface
module.

Now see a representation of one generalized hy@omosis skin diseases
called "homosystinuria" which it may occurs in bothale" and "female”

in the baby and its symptoms are:
- blond hair
- blue eyes
- CNS abnormality
- anemia
- high homocystine level

These information of the disease stored in extetatdbase as follow:

inser-part (Dis_name , Dis_gender , Dis_age , Dis_type, Tieamiist,

Info_list, Treatments, Bt-sel)
Where:
Dis_name =" homosystinuria"
Dis_gender = both ("male" or "female")
Dis_age = baby
Dis type = generalized

Terminal_list = list of symptoms of the skin disease as in

homosystinuria as shown above.
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Info_Ilist = this represent list of information associatethtat disease,

these information stored as shown in figure (3.2).

Treatment  ="methionine restruction”, " dietary systeine
supplementation”, "pyridonine suplimentation withystalhioine

synthetase deficiency to reversible of hypopignisorieof hair”

homosystinuria

high homocystine
level

CNS
abnormality

Figure (3.2)the inference network for homosystinuria disease

As an example the information stored in the listadiw:

[ inf (a , homosystinuria ,pos,cl,pos,c2,0.99)
inf (a, c1,pos,blond hair,pos,blue eyes,0.99)
inf (a, c2,pos,c3,pos, high homocystine levef)
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inf (s ,c3,pos,CNS abnormality,null,null,0.89)
inf (s ,c3,posanemia,null,null,0.69) ]
The compound object is represented as follow:

Inf (A,B,C,D,E,F,G)
Where:

* A represent the relation types, if&) it mean And) relation,
(0) means Qr) relation andg) means gimple) relation.

* B represent the node that is being reasoned abbithwt is

either hypothesis node or sub concluded node.

» C, E before each node either the woneg) or the word pos).
This is used to indicate the pattern of negatiotherule if

there is any.

* D, F represent the two-piece of evidence that partieipathe
(And) or (Or) operation.

» G represents the certainty of that rule.
3.2.3 Inference Engine

The inference subsystem separated from knowledge &an enhance
the power of the system, therefore the same inéeremgine can use but

with different knowledge base.

The designed inference engine searches the exteéatabase using
backward chaining technique to get the specifiedstjan and tries to

prove / disprove it in order to get conclusion(s).
The inference engine in this system includes twaolutes:
a- Classification Module

b- Diagnostic Module
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a- Classification Module

This module identifies the class index of the exwadi disease
through three general questions before starting dfsgnosis. The
guestions asked by the systems are: -

1-The disease type (localized, Generalized).
2-The patient age (baby, child, young, old, all).
3- The patient gender (male, female, both).

b- Diagnostic Module

Expert systems are helpful in solving diagnose @b, where
the system's expertise can chose among a numbalteshative
decisions. Also, he can reason with uncertaintyis Timodule

include two sub modules as shown in figure (3.3)

Knowledge Base

Reasoning Under Control Strategy
Uncertainty

Figure (3.3) The diagnose module
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* Reasoning Under Uncertainty

Reasoning under uncertainty is integral to all kridliagnosing ,
especially the medical diagnoses, perhaps the memssthat if the
physician holds off treatment until the symptomsdree absolutely
clear and all test results are obtained, it may the too late to treat

the patient

In this system the reasoning is based on cgytéactor method to
reflect uncertainty. Certainty Factor (CF) can lgpleed in two
modes. First, it can be applied to the informatsmpplied by the

user during querying the system,

Second, it can be applied with the knowledge itevhjch is
supplied by the expert; the level of belief suppli® the user is

represented as follow:
Certainly, Too much, Much, Moderate, Little, Very little

Each one of these words has a value presenteed prégram as fact

represented as follow:
formalize_1 (Keyword, Value)

Where the corresponding Keyword and Values arestilhted in
table (3.1):

Table (3.1) The two arguments of formalize 1 predate

Keyword Value
certainly 0.99
too much 0.89

much 0.79
moderate 0.69
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little 0.59

very little 0.49

Since the nodes (conclusion, subconclusion, prexnige each
disease are represented in tree structure, each nobvde are

connected by an Or or And operator, the CF forthlis is computed

as follow:
CF (N1 And N2) = min (CF (N1), CF (N2)).......v...... (3.1)
CF (N1 Or N2) = max (CF (N1), CF (N2)).....cvvv..... (3.2)
Where:

N1: is the first node
N2: is the second node

To get the CF for rule's conclusion, the combindd & the
nodes (using the above combining rules) is therniphield by the CF
of the rule.

When two or more rule support the same conclusidhe,
certainty factor for this conclusion is calculatbg using the

following equations:

CF (R1) +CF (R2) - (CF (R1) x CF (R2)) amhCF (R1) and
CF (R2) are posSitive........ccoovvi e iiiiii i, 3.3

CF (R1) +CF (R2) + (CF (R1) x CF (R2))  when CF (R1) and
CF (R2)arenegative..........cocoviiiiiie i, 3.4

CF (R1) + CF (R2) / 1- min (|ICF (R1)|, |CF (R2)| when either
CF(R1 or CF(R2) is positive and the other is negati....3.5

|X| is the absolute value.
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» Control Strategy

The inference engine of the system used#kward chaining
as control strategy. This type of strategy is samitio the way of
thinking that medical doctors used to reach itsgulesis. This
strategy selects a goal and scans the rules talmsk whose action
part can achieve the goal. Each such rule is testddrn. If the
conditions part (collecting symptoms) for a ruletch&s existing
facts in the working memory, the rules are appéad then diagnose

the disease.

The Depth First Search (DFS) is used as a searategy for
manipulating the rules in the system. This typeseérch is used
because it proves to be a cost effective methodcandmprove the

search by reducing the number of rules to be sedrch

In the system, the inference engine asksuber about the
answer of a specific question with its certaintiislis what it doses,
but first it should check its working memory to sé¢he answer
might already be known from previous questioningthle user
supplies the information, that information will kessociated in

working memory so it will not have to be asked alagain.

The rules used to achieve this method are: -

* allinfer rule: which exist as a part of all the simjhder rules, the

allinfer rule exist to handle the situation whereveyal separate
inference rule might be applicable at particuladeanvoking the (all
infer) rule at a particular node cause the systendd all the

reasoning possible to find out the certainty at faant.

* infer rule : It is used to get the certainty at a particulade and

also should be able to use it at terminal node.
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* Combine rule: which take a list of certainties and calculates a

single combined certainty factor.

Each disease represented as a binary tree as shégure (3.2), the
final goal node (homosystinuria) is the root , @hd inference engine
picks the first adjacent vertex which is the mes$t hode (c1) and moves
through this branch until reaches the first termimmale ( blond hair), then
the system will ask about this premises ( blond ai,the user can
answer this question by (Yes,No,Not Exact, Idoraw.

If the answer is " Yes " ,the system store ceryaiattor for this premises
which equalto 1.

If the answer is " No ", the certainty factor fbe premises equal to -1.
If the answer is "I don’t Know" ,the certainty factequal to O.

If the answer is "Not Exact", the user can answes tjuestion using a
spesific word such as ( certainly, too much ,mucidenate, little, very
little), the keyword will be converted to a realoer using the predicate
formalize_1as shown in table (3.1).

In order to establish the correctness of the syiothesis (cl) , the
system required another piece of information tocbkected , thus the
system generate a question (blue eyes ?).

Since these two terminal nodes (blond hair, bluesgyare connected
by And operator , the followig rule is invoked thetinference engine in

order to compute the certainty factor of this tgbeule:

infer (Node, Terminal_list,Information_list,Ct):-

memberl(inf("a",Node,S1,Nodel,S2,Node2,C),Inforomatlist),!,
allinfer(Nodel, Terminal_Node, Informatiorst)C1),
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allinfer(Node2, Terminal_Node, Informatiorst)C2),
find_multiplier(S1,M1,52,M2),

CC1=C1*M1,

CC2=C2*M2,

min(CC1,CC2,Min),

Ct=C*Min.

The (all infer) rule at a particular node causedpstem to do all

the reasoning possible to find out the certaintyat point.

The find multiplier predicates multiply the node byf the sign of
that node is positive, and by —1 if the sign isaieg.

After the system has computed the level of configelor the rule, it
uses the DFS strategy to pick another terminal néelg. CNS
abnormality) by asking the user another questidre Jearch continue in
this mannar until all the nodes in the tree ardtedsand the level of
believe at each node are calculated.

After all questions have been answered, the systamhto calculate
the final conclusion for this session (i.e theueabf the root), which
represent the diagnose.

The final result, which is a real-number , is certed to is
equivalent keyword. This conversion is calculatedpredicates called

formalize_2,as shown below:

formalize_2 ("certainly",Ct):-Ct>=0.9, Ct<=1.0
formalize_2 ("too much",Ct):-Ct>=0.8, Ct<0.9
formalize_2 ("much",Ct):-Ct>=0.7, Ct<0.8

formalize_2 ("moderate",Ct):-Ct>=0.6, Ct<0.7
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formalize_2 ("little",Ct):-Ct<=0.5, Ct<0.6
formalize_2 ("very little",Ct):-Ct>=0.4, Ct<0.5
3.2.4 Explanation Facility

The ability to justify and explain expert systemsti@s is
usually considered as an important part of any exggstem. An

explanation facility is useful in many levels [PAB8

» |t satisfies a social need by helping the end-tséeel more assured
about the actions of the expert system.

« It serves as a technical tool for helping the depet to follow the

operation of the expert system.

The inference system must confidence its behawiodemand to its
users. This system offer two form of explanatiotiggse forms are
"HOW" and "WHY". Users may ask help from the systamen they
doesn't understand how the system arrived at it€lgsion or why a

given question is asked.

a- WHY explanation

The system needs to answer WHY? , When themsybeing to use an
inference rule and the supporting evidence is bgathpered, the rule
itself must be placed on a sp@ stack used for explanation, The
Why question can be asked at any node in the KBthadystem can
explain why it needs the information at this nddéen WHY question is

asked the system pop the last inference rule fhenstack and display it.

For example, if the user responds by WHY questionbkond hair

guestion that see in figure (3.2).

System: blond hair
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User: why

System: | am currently trying to use a rule of the: Angbeé to conclude

(C1) which come from:
premisel: blond hair

This premise was not negated.
premise2: blue eyes

This premise was not negated.
With level of believe: certainly.
b- HOW explanation

The user can ask HOW question if he need at acpéati final
conclusion (disease name) where all symptoms df disease are

displayed.

3.2.5 Automatic Knowledge Acquisition

The purpose of the Automatic Knowledge Acquisitsabsystem is to
Is to acquire knowledge from human expert in aomatic way through

constructing the expert system.

In the system ,the automatic knowledge acquisiiased on dialog

approach, that enable the human expert to conghrednowledge base.

The automatic knowledge acquisition subsystem sbo$ithe following

sub-modules, as illustrated in figure ( 3.4).
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Obtaining Human Knowledge

Error Handler

Add Delete Update View

A 4

Knowledge Base

Figure (3.4) The Automatic Knowledge Acquisition

1- Obtaining Human Knowledge Sub-Module

It developed to allow the human expert to inp&t kimowledge

that associated to each disease as follow:

Enter disease name
Enter treatments
Define number of sub concluded nodes

Enter string that define one sub concluded node
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* Define number of premises

» Enter string that define one premise

» Define number of rules

» Define rule name (Simple "s" or Or "0" or And "a")
* What is concluded from this implication?

The human expert chooses either the hypotheses oodeb

concluded node.
» What the first premises condition?

The human expert chooses one premise from theHistpremise

consider one terminal node to the above selectedasion.
» Should the premises precede by not ?

If yes the human expert chose negative "neg" otisenehoose

positive "pos".
* What the second premises condition?

The human expert chooses one premise from theHistpremise
consider the second terminal node to the abovectsele

conclusion.
* Should the premises precede by not ?

If yes the human expert chose negative "neg" otisenehoose
positive "pos" for the second premises that relatethe above

implication.
 Choose the level of believe

The human expert choose the level of believe bgcselg on of
the words in the list, each word has a specific@atored in the

program as shown in table (3.1).
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2- Error Handler Sub-Module

This subsystem is designed to handle syntactiaostitat may
occur during the interaction between human expetithe automatic
knowledge acquisition subsystem. the error handleeck the

following:

- The completion of knowledge: if the knowledge is
incomplete, the error handler display message tmamu

expert telling what rule is incomplete.

- if the human expert input a string value in "numbésub
concluded nodes" or "number of premises " pare,dior

handler display message telling that invalid number

3- Add Sub-Module

After obtaining the human knowledge, error handlopgrations

are applied, add sub-module is called to stordntimean knowledge.

The human knowledge stored in external data basey ube

following format to create an external database:
db_create (database _name , file_name , databaa#gotgc
And create B-tree to store the disease name in the followimméd:
bt _create (database_name,
B-tree_name,
B-tree_selector,
key length,

node_length).
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The add rule sub-module using insert_part predicagtore the

knowledge as follow:

insert_part (A,B,C,D,E,F,G,Bt_sel):-
chain_ingéparts,"part_chain",
componer{yB,C,D,E,F,G),Ref),

key insert (parts,Bt_sel,A,Ref),!

Where:

A: Disease name.

B: Disease gender.

C: Diseade age.

D: Disease type.

E: Symptoms list.

F: Information list: this list described in moretaié in knowledge

base representatiosection.

G: Treatments list.

4- Delete Sub-Module

This sub-module enables the human expert to dafeteselected

disease from the knowledge base.

5- Update Sub Module

This sub-module enables the human expert to uatatselected
disease. This can be done by selecting the itebetapdated then
display a message to an expert allows him to itfppinew symptom

instead of the old one.
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6- View Sub Module

This sub-module enable human expert to displayrtfeemation

related to the any selected disease with its @dtifravailable).
3.3 System Requirements

The hardware and software requirements needestablesh this
proposed system are:

1- Hardware Requirements

The minimum requirements, which were used to thae

system, are:
- IBM PC System or Any other compatible system (Remns).

- 5 MB free space in hard disk.
2- Software Requirements

-Microsoft Windows Operating system,(8&linume, 2000, XP).

- Development environment Visual Prolégrsion 5.0 or later

3.5 B'- tree [RIC88]

In order to quick up information stored in @xtal chains, an
indexing method called 'Biree are supports by Turbo Prolog which
allows Prolog to quickly come up with a databagerssce number
based on key that are supplied. After a databdseerece number
has been obtained, accessing the correct termtabase chain is

direct and easy.

A B'- tree is a data structure that is broken up iefmasate node.

Each node to the tree has two nodes lower thaff, itsdess the
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node is the last one is succession. A node at mideod the tree

termed a terminal node.

Terminal nodes of the tree only hold the record8in-tree |,
these nodes are linked together to facilitate setipleprocessing of
the records and are termed the sequential setewlh-terminal
nodes are indexed to lower level , these nodesacenbnly key

values and tree pointers.

The predicates used to manipulate tHetrBe with their arguments

are as follow:
bt creat (DBName , Btree , BtSel , KeyLen , Order)
bt close (DBName , BtSel)
bt delete (DBName , Btree)
bt open (DBName , Btree , BtSel)
key delete (DBName , BtSel , Key , Ref)
key first (DBName , BtSel , First)
key insert (DBName , BtSel , Key , Ref)
key current (DBName , BtSel , Key , Ref)
key last (DBName , BtSel , Last)
key next (DBName , BtSel , Next)

key search (DBName , BtSel , Key , Ref)

Where :
DbName Is the database name
Btree IS a output argument, and belonghd¢o

special domain bt_selector.When bt_creat()
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Is called, the third argument returns the
B+ _tree_selector, which is used to identify
the B'-tree.

KeyLen This arguments describes key length. Keys
are string arguments and must be large
enough to allow database items to be
uniquely identified. On the other hand, you
won't want a key length to take up too much
memory when used in conjunction with

large databases

NodelLen It determines the number of keys that that are

stored on each node of the tree.

Key This argument is the key to manipulate.
Ref This argument is the associated reference
number
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CHAPTER FOUR
SYSTEM OPERATIONS

4.1 The operation of the system

When running the system, a main window will appedh it's bottoms,
which represent the main operation of the systefolbmsw :

1- Diagnose

2- Knowledge Base

3- Help

4- About

5- Exit

4.2.1.Diagnose

When this command is selected a new window wilhbgvated and
ask about the gender, age of the patient, and df/pee hypomelanosis
skin diseases. another command appears in the enafdihe window

which refer to start the diagnose operation as shiaviigure (4.1).

When starting diagnose command initiate a sequenaguestions
(symptoms) of a particular disease are askedegdlsymptoms are true
then the disease that related with symptoms idalisp
Every question is determindxy several choice"Yes","No","Not exact",
"ldont know","Why",
the certainty factor for these choices are as\alo
Yes 1
No -1

| don't know O
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In "Not Exact" the user must choose the degreeetiee from the list
associated with that choice, the list contain &al('certainly"," very

much”, "much",” moderate", "little", "very little"Figure (4.2) show the
diagnose operation.

Run Diagnose

trar W . - | r —
ilicIBiaanosSelsysic

'hat is the type of disease is it localized or centralized ?

To see detailed result with treatment Details

After you get a conclusion you can ask

Figure (4.1) Run diagnose
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Run Diagnose

How old Ul Do you have the following symptom
hat is the t

lond hair

To see detailed result with treatment
After you get a conclusion you can ask

Figure (4.2) Diagnose operation

After the diagnose operation is finished , the user see the resulted
disease and the possible treatments of that diskgpsselecting the
“details” command and can ask "how" this conclasieas reached by
pressing "How" command, the diseases with their pdgms and

treatments see in appendix A .
4.2.2. Knowledge Base

When this command is selected, a password winddinappear and
a key password is asked to ensure that only thedmed person can use
this command, to prevent the disease conditionsgbehanged or deleted
by any intruder. After that, this window is removadd a new one is
activated which contain the essential functionstled system which

include:

- Add New Knowledge.
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- Update Knowledge.

- Delete Knowledge.

- View Knowledge.
1- Add New Knowledge

When this option is selected, the system asiutabhe disease
name, gender (maleemale, both), age (baby, child, old, young, abh) f
the patient and the type (generalized, localizédlsease, after applying

these steps another window will activated to ealiethe information

associated with that disease which include treatsnelerminal node
(symptoms) of the disease, sub concluded nodetiarlbetween two
node (And, Or), if the node (Positive or Negatiaall the level of believe
for each sub tree

All these information stored in external data basel the disease
name stored also in B+ tree chain to specify avdeigh is used for quick

retrieval. The add operation is shown in figure)4.
2- Update Knowledge

When this option is chosen the authorized persslect the disease
name which he (she) want to update and then themaywill show all the

disease symptoms with the ability to change anypsgm in it.
3- Delete Knowledge

When this command is selected, the authorized pesstects one of
the disease names that appear in the list box todbeted from the

external database file.
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Add Disease
Enter The Siﬂng That Define Tﬁe Eﬁsea‘se Name :

i

TR
g || DU |

'I R
! H_ *2 T I IEENERETT T |, Il” I!
' Enter The String That Define The Treatments : | Next>
|l = o v m Y T

It i ill [ 11 ®i i | .nlll'
i I TR
4 Deiming Number Of Sub Concluded : B |
(Y1 = arra—a | LA

- Enter String That Define One Sub Concluded:

| |\\I I WAL T RLI o
i l--lll {LERIRL T TR (R

il | E!r.fln‘ing Number Of Premises In Flulr. Set : i 4 B

W LI [T
) ————— T T T — T TURRIIIR "
| Enter String That Define One Premise : : E.li W

[ IR ey TR TR T
I.l|ﬂ||I||ll ;; fl miw-l -I'-'m:.l a|| m b '].
||| Defining The Number Of Rules : '

Figure (4.3) Add New Knowledge

4- View Knowledge

When this command is selected, a new window wilesar, showing
at the top the diseases names, the authorizedrpsesect one of these to
be displayed, since the system is based on BHareeal with external
data base, the data retrieval will be fast, and ittiermation of the

disease will be displayed in this window as showthe figure (4.4).

Show Picture command display the pictures associated with that
disease if it exists, if there’s no picture thetegs display the message
“no picture for that disease”, the pictures of saliseases appear in

appendix B

62



Chapter Four System Implementation

viewknowledge
L IR IR UDNEEEE NI U
Click On Disease Name In List For Details Information
II-Jl' 1] 1l il i 1. BR i i | il LTS
} Piebaldism
‘| Pinta

|Tietz syndrom
{Tinea versicolour

L hie i (SRR LA Al il i | i RN

e o

b hypothesis_node("Piebaldism'.,"sunscreans are adviced , cosmetics and dy
{terminal_node["milk white macule")

: terminal_nude["feather margines")

_iterminal_node["white forelock")

hlufl terminal_node["hyperpigmented macules 1cm in diameter within white macu
::Ik iterminal_node["in[mid arm, legs, feet, trunk sparing dorsal spine. abdomen"
"\ (terminal_node["mucosal involvment")

. |terminal_node["hetrochromic iridies"

.-~i ‘terminal_node["defness")

Figure (4.4) View knowledge

5- Exit
When selecting this command the system will retarthe main window.

4.2.3 Help

When selecting this command, the system will digglee help file
(text file), which contains the features and thgureements of the system
and how it run with example of how add new knowkedDisease) to the

Knowledge Base.
The work is done by usinfgle-str predicate in the form

file_str ("c:\\es\\help.txt",S)
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4.2.4 About

This command display general information as shmwigure (4.5).

Figure (4.5) About option
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