Abstract

The Internet revolution changed the world and made it as a small village, since
everyone can contact people anywhere in the world. This easy communication
facilitates selling and buying through the Internet which is called e-commerce.

When e-commerce began to grow, problems appeared, one of them is how to
buy something from a huge category, i.e. when a customer wants to buy something
from internet markets, he will be confused what to choose and from where, because

of the various items and enormous sites.

People handle this information overload through their own effort, the effort of
others and some blind luck. First of all, most items and information are removed
from the stream simply because they are either inaccessible or invisible to the user.
Second, a large amount of filtering is done for us. Newspaper editors select what
articles their readers want to read. Bookstores decide what books to carry. However
with the dawn of the electronic information age, this barrier will become less and less
a factor. Finally, we rely on friends and other people whose judgement we trust to

make recommendations to us.

A technology is needed to help people wade through al the information to find
the items they really want and need, and to rid them of the things they do not want to
be bothered with.

Recommender systems are the new technology that assist and augment the
recommendation process. In a typica recommender system people provide
recommendations as inputs, which the system then aggregates and directs to
appropriate recipients.

In this work, a recommender system is built that uses different recommendation
methods.
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Chapter One

| ntroduction

1.1 Introduction

The first recorded description of the social intéiens that could be
enabled through networking was as memos writtekuigust 1962 discussing
“Galactic Network” concept describing a globallytarconnected set of
computers through which everyone could quickly ascgata and programs
from any site. In spirit, the concept was very miika the internet of today.
By 1985, Internet was already established as ant#ofy supporting a broad
community of researchers and developers, and wgisriag to be used by
other communities, often with different systems.eTfirst commercial
announcement was at 1988, which considered todstért of what will be
called “e-commerce”. As the new revolution -theehniet- developed, the
whole world changed and became as a small villagee everyone can
contact people everywhere in the world. That easymaunication made e-
commerce spread and broadly used. Nowadays, btigm easy mission to
choose an item from Internet. Data Mining is introeld as a solution. [28]

Data Mining is a field of knowledge discovery usegredict with some
accuracy when generators are likely to fail. Thehteque started making
more inroads into the corporate world in the 19@@$;hing on as a means to
detect fraud in the insurance, health care andtaad! industries. By finding
patterns and predicting likely behavior, comparmas catch people who lie
on applications or are likely to engage in dangsmuillegal activities.

Department stores, supermarkets and other brickqaorthr retailers
have used data mining to guess customer buyingtshdbr years, but

relatively few general consumer e-tailers and aanfeoducers have fully
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exploited the research technique. That's parthabge the practice--involving
algorithms, samplings and parallelisms--is compéda and poorly
understood. But it's starting to find its way i@ mainstream.

Data mining introduce algorithms to guess custoomnions and then
recommend the customer with items requested. ®ad ko recommender
systems. [14]

The necessity of system-originated recommendatemoimes imperative
as human computer interaction becomes more congicaSoftware
packages are becoming more complex, the numberavided services is
increasing, the range of selection is widening, #m&l user, in general is
confronted with numerous dilemmas. RecommendereSysican guide the
user through these processes by recommending satlusions, alternatives
and new ideas. Recommendation in most cases isdegjas an extension of
the prediction process that frequently takes piaagser modeling systems—
instead of predicting a single item of a user’sfiobased on other
information, a whole set of items is predicted irsieilar fashion. The
predicted items will thus play the role of itemslie recommended to the
user. [23]

1.2 E-Commerce

Electronic commerce (or e-commerce) is defined as the conduct of
commerce in goods and services, with the assistance of telecommunications
and telecommunications-based tools. [29]

E-Commerce is about setting your business on thernet, allowing
visitors to access your web site, and go throughrtaal catalog of your
products/ services online. When a visitor wantsup something he/she likes,

they merely, "add" it to their virtual shopping ket Items in the virtual
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shopping basket can be added or deleted, and veecustomer is all set to
checkout...he head to the virtual checkout countdich has his complete
total, and will ask him some personal informatiocts as name, address etc.
and the method of payment (usually via credit ca@t)ce the customer had
entered all this information (which by the way mEiryg transmitted securely)
he can then just wait for delivery. It's that simpl

E-Commerce is not about just online stores, it'®ubanything and
everything to do with money. If the customer paja(eash, check, credit
card, etc.) Days are not far away when anyone wbel@ble to order and
reserve a request for any item at a store (alhehli[31]

"E-commerce is the newest and hottest use,” saidh&&l Gilman,
president and chief executive of Data Mining Tedbg®s. "Anywhere you
have historical data, you can use it to get patténat you can't see with the

human eye." [25]
1.2.1 E-Commer ce Advantages

First, on the web, data are collected electroryaather than manually
so less noise is introduced from manual processuhg;h will increase data
security and validity. To understand this point @a® compare between e-
commerce and the traditional commerce where pelopjefrom real stores
and pay physical money. In traditional commercédlerse or buyers might
cheat, in e-commerce, cheating is less, becauseeationed before, in e-
commerce the whole operation will be done electalty so it will be under
the control of the system. Second, electronic da& rich, containing
information on prior purchase activity and detail@éemographic data. In
addition, some data that previously were very difi to collect now are
accessible easily. For example, electronic commsyseems can record the

actions of customers in the virtual store. Also flectronic commerce

[
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systems massive amount of data can be collectegpemsively. The
electronic commerce system is easy to implementesadliate data mining
models because the Internet already is automdgd. |

Finally, implementing E-Commerce saves money, amstorners can
buy from electronic stores online 24 hours-a-dayays a week, with no
traffic jams, shopping crowds, carrying overloadedvy shopping bags etc.
[31]
The e-commerce process activities include:
Electronic presentation of goods and services
Online order taking and bill presentment

Automated customer account inquiries

> wn e

Online payment and transaction handling [32]
1.2.2 Core Components Of any E-commerce Web Site

Any E-Commerce web site is basically involve conngnan easy-to-
use, manageable web site design with a ShoppingRtagram and an Online
Merchant Account -- then setting those up througkeleble E-Commerce

Hosting provider. Figure 1.1 illustrates the ralaships between e-commerce

components{1]
Web Site Weh
I Host
Server Merchant
Account
L] Pavment ™ \
S5L Cateway
Shopping S pcure raleway ¢
Cart Socket
"\,1—[,!' I’ Laver Bank
savings
account

Figure 1.1: Basic diagram of an e-commerce web site
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Web Site [8]

The first component the designer obviously neexi\igeb site. Web site
will have dynamic web site capability (involvinglatabase). This is the basic
foundation of a web site. It is like building a &) a web site have a
foundation, walls and a roof. Any upgrades can @ayadded after this point.
This is where the marketing aspects can be apgHed. to get customers to
buy? What should the content be for the web si&@..

Shopping Carts[8]

The next step to get the web site to sell is to adghopping cart. A
shopping cart is a web application that allows mpldtsimultaneous users to
select specific items for purchase, while keepimgraning total of combined
item and processing costs. The end result is the twsts of items and
processing charges are charged to the customeralandstomer and order
information is available to seller, so the purchease be completed.

Database [8]

The database holds the numerous data informatiah igh collected
during the shopping process and it can also hdidratypes of information
that helps make the site function.

Secure Socket Layer (SSL) [8]

If the designer choose to accept credit cards erstie, there will be a
need to understand the Secure Socket Layer (SSL).

SSL is a public/private key encryption processsTdliows the sensitive
data the user puts into the form to be sent teéneer in an encrypted format.
It basically secures the data from the shoppedsvber to the web server.
Payment Gateway [8]
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1.

2.

This is a service/program that collects the safasumt, and the credit
card information from the customer and sends tlyenpat to the bank via the
Internet.

The payment gateway needs to be connected to theieeand its bank

account over the Internet. It acts as a money abbdtween the shopper
and the business bank account.

Merchant Account [8]

A merchant account allows the site business togehaales to credit
cards. It's an account/agreement between the sgmdss, and a bank (in
cooperation with Visa, MasterCard, American Expyesds.). Any business
that accepts credit cards (on or off line) mustehawWlerchant Account
Business Bank Account [8]

This isn’t just required for businesses acceptirgglit cards, but for any
business.

However, the designer will need a bank account wWilitaccept the
deposits for the credit card charges.

Putting them all together into a working E-Commereeb site does
require some technical knowledge. [1]

1.2.3 Types of E-commerce[12]

There are four generally accepted types of e-commener

Business to Business (B2B): In this type, e-commei done
between business non-governmental institutions.nfpk@ a company
buys from an e-commerce web site for a factory.
Business to Consumer (B2C): This is the most commype for
Internet users. In which individual consumers bugnf business e-
commerce web site. Example, someone buys an item d& business web

site.
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3. Government to Business: This type the governmealsdgith non-
governmental institutions. Example, governmentaldéss is a common
example where government institutions make tenfigrparticular items
and companies or factors provide these items.

4. Government to Citizen: This type is similar to B&@e except that
the institution is governmental. Example, a governtal factory produces

items for consumers.
1.2.4 E-commer ce Servers[21]

Electronic commerce server can be best defined\&gla software that
runs some of the main functions of an on-line gtorg such as product
display, on-line ordering, and inventory management

The first commerce servers were developed by IBetsbape and Open
Market. Since then companies as iCat, Inex, Midto$&onnect, Oracle and

Viaweb have developed commerce servers also.
1.2.5 E-commer ce Payment Systems[2]

A payment system simply transfers digital represgons of funds from
one computer to another. Like serial numbers ohdelar bills, the digital
cash numbers are unique identifier carrying a gwa&ne, while each one is
iIssued by a participating bank and represents eidpgum of real money.
One of its key features is that the real cash agamous and reusable. (As

opposed to the credit cards)
1.3 Recommender Systems|7]

Electronic commerce systems allow unprecedentedibilgy in
merchandising. However, flexibility is not a benefnless one knows how to

map the many options to different situations. Bseaof this flexibility, the

one can not decide easily what to buy from a hugeust of products. For
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example, how should a buyer choose a particulat §bim tens of sites that
contains hundreds of shirts with different colgmsces, sizes, and models?

Recommender systems apply data mining techniquéset@roblem of
making personalized recommendations for informatpmoeducts or services
during a live interaction. These systems are aamjewidespread success on
the Web. The tremendous growth in the amount oilawa information and
the number of visitors to Web sites in recent y@ases some key challenges
for recommender systems. These are: producing highality
recommendations, performing many recommendations geErond for
millions of users and items and achieving high cage in the face of data
scarcity. In traditional collaborative filtering sgms the amount of work
increases with the number of participants in th&tesp. New recommender
system technologies are needed that can quicklguse high quality
recommendations, even for very large-scale prohlems

Recommender systems apply data analysis techniques problem of
helping users find the items they would like toghase at E-Commerce sites
by producing a predicted likeliness score or a distop—N recommended
items for a given user. ltem recommendations cambde using different
methods. Recommendations can be based on demaggaphithe users,
overall top selling items, or past buying habiusérs as a predictor of future
items. Collaborative Filtering (CF) is the most segsful recommendation
technique to date. The basic idea of CF-based itigws is to provide item
recommendations or predictions based on the omnodrother like-minded
users. The opinions of users can be obtained atkplfrom the users or by

using some implicit measures.
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1.4 Aim Of ThisThesis

The main goal of this thesis is to build a recomdsrsystem to advice
a customer the best items that suit his/her intefreen a selected site.
Different algorithmic strategies are going to bediand a comparison study
would be made between these different recommendatgorithms.

An existing movie society data base consists dedeht existing and
proposed algorithms.

And finally, this thesis leads the way to othetufe recommender
systems in Iraq by telling the best algorithms amags to recommend.

1.5 Related Work [15]

Six E-commerce businesses that use one or moreatioas of
recommender system technology in their web sitdd@ipresented. For each
site, and each variation, a brief description @& thatures of the system is
given. For organizational purposes these sites baem alphabetized. The
descriptions of these sites are accurate up tdiries of writing this thesis,
though E-commerce applications of recommender systare changing
rapidly.

a. Amazon.com

First, a user have to sign up first as a new custofih he was not
already a customer) by filling personal informati&ach customer will have
a virtual cart that contains items the customezctet to buy.

Like many E-commerce sites, Amazon.com™ (www.amazon) is
structured with an information page for each itgmjng details of the text
and purchase information. First, Amazon shows taolis top-selling items,

either they are frequently purchased by customerBighly recommended
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from other customers. Amazon also encourages difeetiback from
customers about items they have purchased. Custaiter books they have
read on a 5-point scale from “hated it” to “loved After rating a sample of
items, customers may request recommendationssimsithat they might like.
At that point, a half dozen non-rated texts ars@néed that correlate with the
user’s indicated tastes. Amazon also has the Egasire which allows
customers to be notified via email of new itemd teve been added to the
Amazon.com catalog. And finally, the Customer Comtsefeature allows
customers to receive text recommendations baseithempinions of other
customers. Located on the information page for dmaik is a list of 1-5 star
ratings and written comments provided by customérs have read the book
in question and submitted a review. Customers h#we option of
incorporating these recommendations into their Ipase decision.
Furthermore, customers can “rate the comments.h\&sch comment is the
guestion “Did this comment help you.” Customers nrajicate yes or no.
Results are tabulated and reported such as “Spebple found the following
review helpful.”

b. CDNOW

Customers locate the information page for a givenra or artist. The
system then recommends ten other albums relatédet@lbum or artist in
guestion. Results are presented as “Customers ahghb X also bought set
S” or “Customers who bought items by Y also bowggitT.” Customers type
in the names of up to three artists, and the sysdtunns a list of ten albums
CDNOW considers similar to the artists in questidine Related Artists
feature of CDNOW works on the assumption thatatiatomer likes a certain
performer, there is a group of artists with simséyles that he will also like.

The Buyer's Guide feature at CDNOW allows customéos receive
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recommendations based on a particular genre ofanGsistomers browse a
list of genres provided by the site, including gatees. Selecting one of the
links from this list takes customers to a newdisalbums the editors consider
the essential part of this genre.

Top 100: Traditionally, “bestseller” status havebeaised by commerce

sites to make recommendations to their customers.
c. My CDNOW

My CDNOW enables customers to set up their own mawire, based
on albums and artists they like. Customers indiedieeh albums they own,
and which artists are their favorites. Purchasem@fCDNOW are entered
automatically into the *“own it” list. When custorser request
recommendations, the system predicts six albumsctis¢éomer might like
based on what is already owned. Feedback is pravigecustomers. The
albums recommended change based on the feedback.

d. Drugstore.com

The Advisor feature at Drugstore.com allows custane indicate their
preferences when purchasing a product from a categeh as “suncare” or
“cold and flu remedies.” For example, in the latteustomers indicate the
symptoms they wish to relieve (runny nose and snggzthe form in which
they want the relief (caplets) and the "age” ofigrdtto whom they want to
administer the product (adult). Upon being provideth this information the
Advisor returns a list of products recommended &ztthe conditions. In the
Test Drives feature, a team of volunteers, madefgpstomers from the site,
Is sent a new product. These “fellow customers”vig® reviews of the

product including a star rating and text comments.

e. eBay

AR
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The Feedback Profile feature at eBay.com™ (www.aloay) allows
both buyers and sellers to contribute to feedbaokles of other customers
with whom they have done business. The feedbackistsnof a satisfaction
rating (satisfied/neutral/dissatisfied) as wellaaspecific comment about the
other customer. Feedback is used to provide a neemder system for
purchasers, who are able to view the profile dksel This profile consists of
a table of the number of each rating in the pa$dys, past month, and past 6
months, as well as an overall summary (e.g., 8&itiges from 776 unique
customers). Upon further request, customers candaohe individual ratings
and comments for the sellers. The personal shojga¢ure of eBay allows
customers to indicate items they are interestguimhasing.

Customers input a “short term” (30/60/90 days) amdrch on a set of
keywords of their choosing, including their prigmit. On a periodic basis
(one or three day intervals) the site performsdhgtomer’s search over all
auctions at the site and sends the customer arl atfaithe results of this
search.

f. MovieFinder.com

MovieFinder.com is the movie site maintained by(iline. Both the
Users Grade and the Our Grade features reportea ¢gde recommendation
to the customer. The Users Grade feature allowsmess to register with
the site and give letter grades (A-F) to the movlesy have seen. These
grades are then averaged over all customers aodedpas the Users Grade.
The Our Grade feature provides customers with degfieom the editors of E!
Online. Thus, customers viewing the informationg@é&y Toy Story 2 might
find that it gets a grade of A from the editorsiwé grade of A- from the
customers who have rated it. The Top 10 featurg!aDnline allows the

customers to get recommendations from the editora category of their

'Y
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choice. Customers select a category from a listpadviously defined
categories such as chick flicks, and movies frowkiso

Selecting a list takes the customer through desonp of the top ten
movies in that category as defined by one of thievexdof E! Online.
0. Redl.com

Reel.com's Movie Matches feature (www.reel.com) wvmtes
recommendations on the information page for eachvieno These
recommendations consist of “close matches” andfedtive matches.” Each
set contains up to a dozen hyperlinks to the in&diom pages for each of
these “matched” films. The hyperlinks are annotateith one-sentence
descriptions of how the new movie is similar to tbeginal movie in

guestion.
1.6 Thesis Layout

Chapter two explains recommender systems: what they mean thdyy
are used, and describes different recommendatgoritims and techniques.
Chapter three presents the recommendation methods and the prmpose
recommender system, also, explains the experimeiatabase and displays
the results gained from the proposed recommend&ersy and discusses
them.

Chapter four contains conclusions and suggestions for furthakw

‘Y



Chapter Two
The Recommender Systemsin E-Commerce

2.1 Introduction

The problem of predicting a user's behavior on @&-sie has gained
importance due to the rapid growth of the world-evideb and the need to
personalize and influence a user’s browsing expeeg[20]

It is often necessary to make choices without cigffit personal
experience of the alternatives. In everyday life, nely on recommendations
from other people either by word of mouth, recomdagion letters, movie
and book reviews printed in newspapers, or gersenaeys.

Recommender systems assist and augment this natwial process. In a
typical recommender system people provide recomatemts as inputs,
which the system then aggregates and directs tooppate recipients. In
some cases the primary transformation is in theeaggion; in others the
system's value lies in its ability to make good chat between the
recommenders and those seeking recommendationsdévedopers of the
first recommender system, Tapestry, coined the gghrécollaborative
filtering" and several others have adopted it. Tinere general term
"recommender system" is preferred for two reasbinst, recommenders may
not explicitly collaborate with recipients, who miag unknown to each other.
Second, recommendations may suggest particulatigresting items, in
addition to indicating those that should be filtboait.[24]

A recommender system works by asking a series @$tipns about things
the customer liked or didn't like. It compares cusér’'s answers to others,

and finally recommends depending on people opinifdrg
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2.2 Data Mining

Data Mining is the process of extracting of, previously unknown,

valid, and actionable information from large database(s) and then using the

information to make important business decisions. [10]

The underlined words in the definition lend insigiib the essential nature
of data mining and help to explain the fundamedifférences between it and
the traditional approaches to data analysis suctjuasy and reporting and
Online Analytical Processing (OLAP). In essence,tadamining is
distinguished by the fact that it is aimed at thecovery of information,
without a previously formulated hypothesis.

First, the information discovered must have beesvipusly unknown.
Although this sounds obvious, the real issue herhat it must be unlikely
that the information could have been hypothesineativance;

That is the data miner is looking for somethingt tisanot intuitive or,
perhaps, even counterintuitive. The further awas information is from
being obvious potentially the more value it hastaDanining can uncover
information that could not even have been hypo#sesiwith earlier
approaches.

Second, the new information must be valid. Thisnelet of the definition
relates to the problem of overoptimism in data mgnithat is, if data miners
look hard enough in a large collection of data,ytla®e bound to find
something of interest sooner or later. For examiple,potential number of
associations between items in customers’ shoppirapgkdis rises
exponentially with the number of items. Some chatasry upwards of

300,000 items, so the chances of getting spurisgecations is quite high.

"1
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The possibility of spurious results applies todata mining and highlights the
constant need for post-mining validation and sacimgcking.

Third, and most critically, the new information mbg actionable, that is,
it must be possible to translate it into some bessnadvantage. In many
cases, however, the actionable criterion is n@imple. For example, mining
of historical data may indicate a potential oppuoitiuithat a competitor has
already seized. Equally, exploiting the apparergoofunity may require use
of data that is not available or not legally usaldNeedles to say, an
organization must have the necessary political teilicarry out the action
implied by the mining.

The ability to use the mined data to inform crudabkiness decisions is
another critical environmental condition for sucfas commercial data
mining, and underpins data mining’s strong assmeiawvith any applicability
to business problems. Figure 2.1 Shows a generaltignung of the

components in a data mining environment. [10]

A A

i Data Presentation
Database/~—1 Mibing — Visualization ——
Tools Tools

Figure 2.1: Data Mining Positioning
Data mining is often one or more of the following:

1- Structured query language (SQL) queries againstargel
database.
2- Advanced information retrieval, for example, thrbug

intelligent agents.

3- Multidimensional database analysis (MDA).

\V
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Online Analytical Processing (OLAP).
Exploratory data analysis (EDA).
Advanced graphical visualization.
Traditional statistical processing against a dadeelvouse.
None of these approaches is data mining becausela&ac the essential
ingredient- discovery of information without a praysly formulated
hypothesis. Figure 2.2 shows these approachearhaiot data mining.

Query

-

Query Language ,
i i

Statistics
|Database

. Multidimensional
Analysis

o

Graphics —’IL Y 4

<

Figure 2.2: Traditional Data Analysis, Not Data Mining

2.2.1 Reasons for the growing popularity of Data Mining[19]

Growing Data Volume

The main reason for necessity of automated compsystems for
intelligent data analysis is the enormous volumeegisting and newly
appearing data that require processing. The anufutdta accumulated each
day by various business, scientific, and governalemtganizations around
the world is daunting. Only scientific organizatsostore each day about 1 TB
(terabyte!) of new information. And it is well knomthat academic world is
by far not the leading supplier of new data. Itdyaes impossible for human
analysts to cope with such overwhelming amountiatd.

Limitations of Human Analysis

A
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Two other problems that surface when human anagysisess data are
the inadequacy of the human brain when searchingdmplex multifactor
dependencies in data, and the lack of objectivemressich an analysis. A
human expert is always a hostage of the previopsrence of investigating
other systems. Sometimes this helps, sometimeshthis, but it is almost
impossible to get rid of this fact.

Low Cost of Machine Learning

One additional benefit of using automated data mgraystems is that
this process has a much lower cost than hiringriany af highly trained (and
paid) professional statisticians. While data mindags not eliminate human
participation in solving the task completely, @sificantly simplifies the job
and allows an analyst who is not a professionataitistics and programming

to manage the process of extracting knowledge ftata.

2.3 E-Commerce
E-Commerce can be defined as business activitiesluoded using

electronic data transmission via the Internet. [17]

E-commerce is growing fast, and with this growtmpanies are willing
to spend more on improving the online experienaaMining tools aid the
discovery of patterns in customer data. [18]

Data mining techniques have much wider applicabtitan searching
for patterns within customer data. They are alsemal tools in the task of
searching and extracting information from the Wei3]

One of the applications resulted from using dataimgi algorithms in e-

commerce web sites is recommender systems.
2.4 Recommender Systems

Recommender Systems advise their users about wtkitis (products,

services or information) to consume. [27]

' 4
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With the rapid growth in size and number of avdaattatabases used in
commercial, industrial, administrative and otheplagations, it is necessary
and interesting to examine how to extract knowleggg@matically from huge
amount of data. Traditionally database systems wee€d to support business
data processing applications, and much Databaseadéament Systems
research was focused in this direction. Howevenrgortant new use for the
technology have recently emerged-which is knowfiDega Mining”. There
is today a great deal of enthusiasm for data mijrtimg extraction of (hidden)
information from large bodies of data often accuated for other purposes.
Data Mining (sometimes called “ knowledge discoviergatabase”) has been
considered as one of the most important reseapbstan database by many
database researchers. [30]

With the enormous amount of data stored in filetadases, and other
repositories, it is increasingly important, if ibthnecessary, to develop
powerful means for analysis and perhaps interpogtaif such data and for
the extraction of interesting knowledge that couidlp in decision-
making.[22]

Recommender systems are new types of internet-bssidare tools,
designed to help users find their way through tslagmplex on-line shops
and entertainment web sites. [26]

The rapid expansion of the Internet has broughtublbonew market for
trading. Electronic commerce or e-commerce hasleddiisinesses to open
up their products and services to a massive diasé that was once available
only to the largest multinational companies. As ttmmpetition between
businesses becomes increasingly fierce, consumefaged with a myriad of
choices. Although this might seem to be nothing baheficial to the

consumer, the sheer wealth of information relatmthe various choices can
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be overwhelming. One would normally rely on thempns and advice of
friends or family members but unfortunately evereythhave limited
knowledge. [26]

Recommender systems provide one way of circumvgrthis problem.
As the name suggests, their task is to recommesdggest items or products
to the customer based on his/her preferences. Hyssams are often used by
E-commerce websites as marketing tools to increasgenue by presenting
products that the customer is likely to buy. Anemmet site using a
recommender system can exploit knowledge of cust®rmkes and dislikes
to build an understanding of their individual neemisd thereby increase

customer loyalty. [26]

2.4.1 Recommendation Operation: [3]

Selection: The data set used to produce recommendatan stem
from various sources. For example these sourcedbealiready existing
transaction logs (e.g. point of sale data, Webesdogs) or the data can be
collected specially for the purpose of generatiagpmmendations (e.g.
ratings).

Preprocessing and transformation: In these stepddta set is cleaned
from noise, inconsistent data is removed and ngssata is inferred. After
this treatment the cleaned data is transformedamgpresentation suitable
for data mining. For example, for collaborativeeiing the data normally
consists of explicit ratings by users that areem#éd for the purpose of
creating recommendations. Preparation mainly ine®Idiscovering and
removing inconsistent ratings. For Web usage miniiaga is collected by
observing the behavior of users browsing a Web Sitece observation,

especially server-side observation on the Webarndrbm perfect, much
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effort has to be put on data preprocessing, clgaamd transformation.
Problems involve the identification of users, mgsidata due to proxy
servers and system crashes, requests by Web @atmitsany more.

Data mining: The objective of this step is to finteresting patterns in
the data set that are useful for recommendatiopga@s. The output of
data mining in recommender systems can be: grolipsass with similar
interests, items that are frequently used togethfean used sequences of
items,... Frequently, extracting patterns meansieg the parameters of a
specified model from the data set.

Interpretation and evaluation: In order to buildotuhedge, the found
patterns (the model and its parameters) have tarmerstandable to
humans. Only with this property the process cancéléed knowledge
discovery and the results can be interpreted. Ameeender system
interprets found patterns for the user. Finally\vhkdity (patterns are also
valid for new data), novelty (involves a new way fofding patterns),
usefulness (potentially lead to useful action) anderstandability (build
and increase knowledge) of the patterns needs ¢évdleated.

Presentation: A recommender system presents ttegpietation in a
suitable form as a recommendation. For examplesgb@mmendation can
be a top-n list of recommended items for a uses kst of items that are
similar to an item the user likes, or it can consfanformation about how

other users with similar interests rated a sped#i.

Figure 2.3 illustrates the recommendation operatand the relationships

between them.
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Figure 2.3 Recommendation Operation

2.4.1.1 Rating[13]

By rating is meant services by which the selecbbnesources to read is
guided by the quality of the resources, as speclie people who have read
the resource. Rating is also known under the técmitaborative filtering” or
"social filtering". In the Internet, rating may l@pplied to many kinds of
resources, like web pages, messages, electronitgjopapers, public domain
software. The purpose of rating may be to incretiee quality of the
resources read, or to avoid certain resources deemsuitable in certain

communities for certain groups of readers (examptdence, pornography).

In the world before the Internet, rating was comiyoprovided by
services such as:

1. Newspapers, magazines, books, which are rated &y #ditors or
publishers, selecting information which they ththkir readers will want.

Yy
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2. Consumer organizations and trade magazines whialuae and rate

products.
3. Published reviews of books, music, theatre, filats,

4. Peer review method of selecting submissions tansi@iejournals.
2.4.1.2 Rating Disadvantages [13]

Some problems which can cause rating to work |ledkase:
1. Too few ratings are provided to provide a good $&si rating.

2. It may be difficult to collect ratings from useSome systems solve
this by implicitly guessing user ratings from thené¢ the user spends

reading a resource.

3. Some raters may not do a good work of rating. Tasld happen

when people don't care or they are not serioustimgj.

4. People can unduly influence the rating to favoirtiogvn work, or

work by their friends, relatives or co-workers.

5. Ratings may not be set by people with the sameegadind views. For
example, an expert in an area may prefer othercesdihan beginners. A
resource which experts give bad ratings to, magdusl for beginners. Also
people values may influence their choices, for gdana religious person
may have different preferences than a cynical/stigated "modern”
person.

Design of rating systems which better handle one tleg above
requirements may be less good for other requiresn&iotr example, restricted
selecting of who may provide the ratings may giwghbr-quality ratings (at
least if the designer’s values and views are theesas of those providing the
rating) but reduce the amount of ratings and regedurces available.

Y¢
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To select only certain people who are allowed twvale ratings, or to let
anyone provide ratings, but base selections ongstmade by people with
the designer’s values and views, are two altereatiethods of getting
higher-quality ratings. Is it an advantage to cambboth methods, or will
they interact so that one method is better thammther?

2.5 Collaborative Filtering Based Recommender Systems|[4]

Recommender systems apply data analysis technigudéee problem of
helping users find the items they would like toghase at E-Commerce sites
by producing a predicted likeliness score or a distop-N recommended
items for a given user. Item recommendations cambde using different
methods. Recommendations can be based on demaggaphithe users,
overall top selling items, or past buying habiusérs as a predictor of future
items. Collaborative Filtering (CF) is the most eegsful recommendation
technique to date. The basic idea of CF-based itlgws is to provide item
recommendations or predictions based on the omnidrother like-minded
users. The opinions of users can be obtained eatkplfrom the users or by

using some implicimeasures. These opinions also called ratings.
2.5.1 User-based Collaborative Filtering Algorithms [6]

User-based algorithms utilize the entire user-itatabase to generate a
prediction. These systems employ statistical tesplnes to find a set of users,
known asneighbors that have a history of agreeing with the targsri(i.e.,
they either rate different items similarly or thesnd to buy similar sets of
items or they have similar demographic informati@nce a neighborhood of
users is formed, these systems use different #fgoesi to combine the
preferences of neighbors to produce a predictiotop+N recommendation

for the active user. The techniques, also knownnaarest-neighboror
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customer-based collaborative filtering are moreytapand widely used in

practice.
2.5.2 Item-based Collaborative Filtering Algorithm [5]

Unlike the user-based collaborative filtering aljon discussed above,
the item-based approach looks into the set of itdragarget user has rated
and computes how similar they are to the target itand then selectsmost
similar items{i1,io,...,k}.

At the same time their corresponding similari{sg,Sp,...,%} are also

computed. Once the most similar items are found, grediction is then
computed by taking a weighted average of the tauget's ratings on these

similar items.
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Chapter Four

Conclusion, and Future Work

4.1 Introduction

In this chapter, the conclusions of this work areeg with some

recommendations for future work.

4.2 Conclusion

From the results and the explanation of each methextioned in chapter

three, we conclude that a method accuracy depends\eral factors:

1. The first factor is the speed of that method, bseatlhe customer
prefers to spend less time waiting for the recondedrtems list.

2. The accuracy is different from customer to anotfear.explain this
point, consider a customer rated an item and reamded using a
particular —item based method with a list of iteimet satisfied him (her).
And consider another customer who rated the samen,itand
recommended by the same item based method. Thenmesmeded items
list will be definitely the same recommended Imt the first customer, but
the second one did not like this list. This willtmoean that this method is
more accurate for the first customer than for teeosad one. So, an
important factor is the customers’ opinions andirées That's why the
item-basedl method, that is powerful, had lessracguhan the others.

3. Another important factor is psychological condisonof the
recommender system users. This means that if aisisatisfied with the
recommendation list in one condition, it does retessarily mean that the
same user will be satisfied with the same recomagonl list, but in

another condition.



4.3 Future Work

There are many suggestions for future work reldtethis thesis subject.
These suggestions are:

1- Improve the searching techniques used and enhbaspeed of them.

2- Itis a good idea to improve the system to dedh wistributed database

on many computers connected via a network.

3- The database can be expanded to contain furthemation like actors,

authors, or directors’ names.

4- Improving the system to recommend several kindgeais not only one

kind.

5- One important point when using Customer-Based recamdation

method is to use more demographic information abostomers.

6- The assistant of a psychologist will be very impott

o)



Chapter Three
Design and Analysis of E-Commerce

Recommender System for Movies

3.1 Introduction

People face the problem of information overloadrgway. As the
number of web sites, books, magazines, researckr@apnd so on
continue to rise, it is getting harder to keep up.recent years,
recommender systems have emerged to help peopte relevant

information.

3.2 Recommendation Techniques

There are a number of techniques used for the wlesig a
recommender system. We can categorize these temmigs Content-
Based, and Social or Collaborative filtering (CF).

In content-based techniques, the user model insludi®rmation
about the content of items of interest-- whetherséhare web pages,
movies, music, or anything else. Using these iteaesa basis, the
technique identifies similar items that are retdrias recommendations.
These techniques might prove highly suitable farsisvho have specific
interests and who are looking for related recomragods. Many
machine learning techniques have been appliedisopitoblem. Some
researchers working on these have modeled usdigivatapplication of

neural network methodology.
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One of the limitations when using content-basedthiri@pes is that
no new topics are explored; only those that ardairo topics already in
the user’s profile. This leads to over-special@atione is restricted to
seeing items similar to those that have already bated highly. This has
been addressed in some cases with the injecticeinaomness. Content-
based techniques, moreover, are difficult to applgituations where the
desirability of an item, for example a web pagejesermined in part by
multimedia content or aesthetic qualities. Thegeesyof materials are
generally incompatible with the type of content lgsia that these
techniques require in order to make further recondagons.

Additionally, many recommender systems of this kinequently
require feedback about the relevance of their ssigges. Users often
find generating this feedback a tedious task aydotiavoid it. The user
model in such systems consists entirely of usengatof items of
interest. Recommendations are solely based on,thesdng them the
main factor influencing performance: the fewer tla¢ings, the more
limited the set of possible recommendations. Fegldhbs required in
machine learning techniques that need it for tHkeiarning” process.
These techniques often require lengthy computatolearn the user’'s
preferences. Once computed, however, the userferpriees will not
remain static. Therefore, this process will needoéorepeated with a
frequency that depends on how quickly the user induinges. [23]

The term “Collaborative Filtering” was explained Bgul Resnickl
who proposed the following working definition: "Gling people's
choices of what to read, what to look at, what &ich, what to listen to
(the filtering part). And doing that guidance based information
gathered from some other people (the collaborguare." [19]

' Paul Resnick is a professor at the University adijan’s School of Information. He’s worked
extensively with recommender systems.

Ya
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Collaborative filtering (CF) systems predict a pers affinity for
items or information by connecting that person'soreed interests with
the recorded interests of a community of people shdring ratings
between likeminded persons. [17]

Finding the “nearest neighbors” to the active userder to retrieve
recommendations is a task that requires the deimibf the term
“similarity” for a particular system. This is oné the main points where
collaborative systems differ. Specifying which ssare to be considered
similar determines the performance of the systeternims of accuracy of
recommendations. Keeping this in mind, a userithabnsidered unusual
based on his profile (interests) will probably bet similar to any of the
other users, which will lead to poor recommendatidvioreover, since
no information about the content of items is kepen users with similar
(but not identical) interests will not be considksemilar themselves.

The first collaborative filtering system was Tapgsind since then
there has been significant research in the fiekle®l algorithms have
been used for collaborative filtering, and speaific for computing the
aforementioned similarity between two users.

The advantage of social (or collaborative) filtgrircompared to
content-based techniques, is that the pool frontkviecommendations
originate is not restricted to items for which tlaetive user has
demonstrated interedthe pool will also include items that other users,
users that are in some respect similar, have ratgdy.

This can prove to be instrumental in enhancinguker's model:
social filtering systems give the user the oppatyuto explore new
topics and items.

Breese et al. [8] divide the collaborative filtegimlgorithms into
memory-based and model-based techniques. Memogdlzadlaborative

filtering algorithms predict a user rating for arpaular item by using a



Clagten Thaee Design and Aralysis of E-Commurce for Movies

similarity-weighted sum of the other user ratinhe method used to
calculate weights is a distinguishing charactarisfi algorithms in this

category. Model-based algorithms depend on a medeh as a Bayesian
network, built to represent the user data. Thisehadll subsequently be
gueried to get the recommendations. The construafahe model is a
learning process that is often time consuming.

Memory-based algorithms utilize the entire usemitdatabase to
generate a prediction. These systems employ statistchniques to find
a set of users, known as neighbors, that havetarjisf agreeing with
the target user (i.e., they either rate differéstns similarly or they tend
to buy similar set of items). Once a neighborhobddisers is formed,
these systems use different algorithms to combimee preferences of
neighbors to produce a prediction or top-N reconaaéon for the active
user. The techniques, also known as nearest-naigbbaiser-based
collaborative filtering are more popular and widaged in practice.

Model-based collaborative filtering algorithms pidey item
recommendation by first developing a model of uséings. Algorithms
in this category take a probabilistic approach agmvision the
collaborative filtering process as computing thpested value of a user
prediction, given his/her ratings on other item$&ie Tmodel building
process is performed by different machine learratgprithms such as
Bayesian network, clustering, and rule-based amghesa [5]

Indicatively, the time required is very significamispecially when
the user models are dynamic. However, the advariiege is that after
the model is determined, recommendations can hened with great
speed.

In collaborative filtering, recommendations areeaftbased on the
comparison between the models of the active usgittas population of

other users, where the user models are sets ofs.védtecommon
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shortcoming of collaborative filtering algorithmecommendations will
only come from the users with which the active &res votes. [23]

A Collaborative Filtering algorithm should be badiccurate (the
recommended objects should subsequently receivie fagngs), and
efficient in terms of computational complexity. [18

Social Information filtering exploits similaritidgetween the tastes of
different users to recommend (or advise againsthst It relies on the
fact that people's tastes are not randomly digethuthere are general
trends and patterns within the taste of a pers@hasnwell as between
groups of people. Social Information filtering awi@tes a process of
“word-of-mouth” recommendations. A significantffelience is that
instead of having to ask a couple friends abouéwa items, a social
information filtering system can consider thousaafisther people, and
consider thousands of different items, all happgrantonomously and

automatically. The basic idea is:

1. The system maintains @ser profile, a record of the user's interests

(positive as well as negative) in specific items.

2. It compares this profile to the profiles of otheets, and weighs each
profile for its degree of similarity with the useprofile. The metric

used to determine similarity can vary.

3. Finally, it considers a set of the most similar fijes, and uses
information contained in them to recommend (or seh\dgainst) items
to the user. [27]

Challenges of Collaborative Filtering Algorithms

Collaborative filtering systems have been very sastul in past, but
their widespread use has revealed some potenadealges such as:

» Sparsely: In practice, many commercial recommender systems ar

used to evaluate large item sets (eAgnazon.com recommends books

vy
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also CDnow.com recommends music albums). In these systems, even
active users may have purchased well under 1% eoftéms (1% of 2
million books is 20 000 books). Accordingly, a recommender system
based on nearest neighbor algorithms may be unahieake any item
recommendations for a particular user. As a rethdt accuracy of
recommendations may be poor.

 Scalability: Nearest neighbor algorithms require computation tha
grows with both the number of users and the nunabetems. With
millions of users and items, a typical web-basetbmamnender system

running existing algorithms will suffer serious kdality problems. [5]

3.3 The Recommendation M ethods:

Hundreds of variants of algorithms related to teeommendation
process have been published. Here, we will discliesm-Based,
Customer-Based and Intersection methods.

3.3.1 Item Based M ethod (Content-Based):

In content-based techniques (sometimes called titeitem), the
user model includes information about the contdntems of interest--
whether these are web pages, movies, music, ohiagyelse. Using
these items as a basis, the technique identifiedasi items that are
returned as recommendations. These techniques npigive highly
suitable for users who have specific interests @hd are looking for
related recommendations. Many machine learningnigcles have been
applied to this problem.

Item-to-item collaborative filtering matches each the user’s
purchased and rated items to similar items, thenbowes those similar
items into a recommendation list. To determine riest-similar match

for a given item, the algorithm builds a similagfits table by finding
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items that customers tend to purchase togethecoie build a product-
to-product matrix by iterating through all item maiand computing a
similarity metric for each pair.

Algorithm 3.1 - Item-Based1l - Recommends the top N similar
itemsto a single product by calculating similarities between all items:

Input: CAT, is the product catalog
11, item in CAT
Pur_tab, is the purchasing table
C, is a customer in Pur_tab
12, item in CAT
Output: Selection, is the table containing customer amalitems bought
by that customer
S, is a vector contains the items similaritiesriatem
Rec, is the recommendation list
For eachitem11in CAT
For each customer C in Pur_tab
If C purchased 11 then
For each item 12in CAT
If Cpurchased12and |1, andI1isnot equal

to 12 then
Add to Selection that C purchased | 1
and 12
End for

End for
For each item 12 in Selection
S(12)= compute similarity between 11 an 12
End for
Sort S descending
Put thetop N itemsfrom Sin Rec
En for

e



Clagten Thaee Design and Aralysis of E-Commurce for Movies

The result will be the vector Rec which contains thp N items that
will be recommended to the user.
It's possible to compute the similarity (S) betwe®vo items in

various ways, but a common method is to use thmeasseasure [11]

Smilarity(A, B) =cos@) = ﬁ
Ade

Where g is the angle between A and B, and A and B areveabors
each one corresponds to an item rather than amast@and the vector’s
M dimensions correspond to customers who have pssththat item.

The purchasing table Pure tab contains customdrjtams bought
by that customer, i.e., if a customer (say 11) pased items 4,7, then in
the purchasing table it is presented like this:

Customer Item

11 4
11 7

The algorithm works by trying to get the top N daniitems to the
item rated by the user, this is done by recordirggitems that previously
bought by another customers with the item ratedth®y user. Then
compute the most similar items among them to & itated by the user.
This similarity computation is done using the cesimeasure. Then,
recommend the topN similar items to the user. Ameintrecommend
these most similar items to the user.

One of the ideas in content-based algorithms wosksasking the
active user about the item he likes. Then comphgesimilarity between
this item and the other items.

The top-N similar items to the rated item will lBcommended to

the active user.
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The offline computation of the similar-items talfmputing the
similarity measure) is extremely time intensivethwO(N°M) as worst
case where M is the number of customers and Neisittimber of product
catalog items. In practice, however, it's closer @NM), as most
customers have very few purchases.

Given a similar-items table, the algorithm find=niis similar to each
of the user’'s purchases and ratings, aggregatese thems, and then
recommends the most popular or correlated itemg Gbmputation is
very quick, depending only on the number of itehesuser purchased or

rated. We will refer to this method as Iltem-Based1.

Another way to recommend using the content-basetinique
(which was suggested during the work on the propasestem) is to
recommend the items that are most related to #ma hought by the
active customer. We will refer to this method &sritBased?.

This idea works as follows: it simply calculatese thumber of
occurrences that the item rated by the active bseght with each item.
Then take a list of items that have the top numbémccurrences with
the item rated by the active user. Select from lisistop-N items and
recommend it to the active user. Nearly, It is &amio Iltem-Basedl, but
it is different in similarity computation.

The output matrix Buy contains the number occuresnaf all items
with each item. To explain the matrix building wdkt us have four

items, study the following matrix that represeiits Buy matrix:

a
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1
2
3

4

Figure 3.1 Exampleillustrates the Buy matrix

1 2 3 4
57 | 20| 13

201 22| O 1
13| 0 | 55 | 33
2 1 | 33| 50

The cell Buy (4,1)=2 means that the items 4 anduichmsed
together twice. And Buy (1,2)=20 means that thegd and 2 purchased

together 20 times. Where Buy (2,3)=0 means thangt@ and 3 never

purchased together and so on. The shadowed cdlisi(us the diagonal

of the matrix) represent the times of purchasingtam. So, Buy (2,2)

represents the times of purchasing item 2.
Obviously, Buy (1,2)= Buy (2,1), and Buy (1,3)= B(B;1) and so

on for the whole matrix. So, we do not need to Wake the triangle that

lies below the diagonal.

After this table is created, for a particular cus¢o, just compute the

most related items to those the customer bought.
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Algorithm 3.2 - Item-Based2 - Recommends the top N similar
itemsto a single product by calculating the number of occurrences of

each two itemstogether:

Input: Pur_tab, is the purchasing table
11, 12, items in Pur_tab
C, is a customer in Pur_tab
Output: Buy, is an N X N matrix holds the number of ocemees of
each two items together
Rec, is the recommendation list
For each item|1in Pur_tab
For each item12in Pur_tab
Buy(11,12)=0
End for
End for
For each item|1in Pur_tab
For each customer C in Pur_tab
If C bought I 1 then
For each item 12 (not equal to 11) in Pur_tab

bought by C
I ncrement Buy(11,12)
End for
End for
Put thetop N occurred itemswith 11 in Rec
End for

The result will be the vector Rec which contains tbp N items that
will be recommended to the user.
This method is less time expensive than the mettisdussed

earlier, since we do not need to compute the siityilaquation.
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However, many product pairs have no common cus®maEso
computing the number of occurrences of an item wighlf is useless,
and thus the approach is inefficient in terms afcpssing memory usage.

3.3.2 Customer-Based Method (Collaborative Filtering)

In social or collaborative filtering, the systemnetructs rating
profiles of its users, locates other users withilamrating profiles and
returns items that the similar users rated higlly.in content-based
techniques, these systems depend on their usanslipgp ratings. [23]

The fundamental assumption is that if users A andr® similar,
they share similar tastes, and hence will rate rotteams similarly.
Approaches differ in how they define a “rating,”dahow they define
“similarly.”

Similarity is different from one recommender systémanother.
Some systems define customers A and B similarday tthare the same
rated items, some consider them similar if they ehahe same
demographic information, and some say they arelainfi they have
some similar liked items.

In our proposed system, we considered customersdABato be the
similar if they have nearly similar demographicamhation, i.e., A is a
user demanded recommendations, our method makiss @& the most
similar customers to that user. Then the most amglstomers to the
active user (A) who will have the highest Sim valuere take the items
that these customers bought which we call the resemalation list and
recommend this list to the active user.

In the proposed system, customer-based algoritipposes a matrix
(Characteristic) in which number of rows represetits number of
demographic information available in the databamed number of
columns represents the number of customers indtabédse. Figure 3.2 is

an example represents the matrix Characteristic.
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In this example, there are three demographic-inébion: age (1),
gender (2), and occupation (3), for example. Weehaso four
customers, so, Characteristic (1,4)=57 means bwatge of customer 4
equals 57, and Characteristic (2,4)=M means tleagénder of customer

4 is male, and so on.

1 2 3 4
1 33 20 13 57
2 M F M M
3 Teacher| Student Student  Doctor

Figure 3.2 Exampleillustratesthe Characteristic matrix
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Algorithm 3.3 - Customer-Based - Recommends the topN items

depending on customers similaritiesto the active user:

Input: Cu_list, is the customers table
A, is the active user in Cu_list
I, IS an index
Char_Num, is the number of characteristics avaslabl the
system
Characteristic, is the matrix of the demographiormation of
all the customers
Pur_tab, is the purchasing table
I1, is an item in the Pur_tab
Output: Sim, is a similarities vector of customers to délotive user
C_Rec, is the most similar customers list
Rec, is the recommendation list
For each customer, Cin Cu_list
Sim (C)=0
End for
For each customer in Cu_list, C
If Cisnot equal to A then
For i=1to Char_Num
If Characteristic (i,A)= Characteristic (i,C) then
Increment Sim(C)
End for
Put the customerswith thetop N Sim valuesin C_Rec
For each customer Cin C_Rec
For each item |1 in Pur_tab and purchased by C
Add 11toRec
End for
End for
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The result will be the vector Rec which contains tibp N items that
will be recommended to the user.

The demographic information is a basic measurepléeoom the
same age or the same social layer highly shareahee tastes. Also the
psychological situation of each person in a palkdictime can determine
the person’s decisions. A psychological analysiansinteresting point
that could be taken in consideration in buildingommender systems in
the future.

This method is less time expensive and even mestonage than
the item-based. But an important point is thahdre much demographic
information available about customers, the algamitivorks well, but if
they are few, the accuracy will be less.

3.3.3 Customer and Item Based Method (I ntersection)

This method is invented during work on the proposgstem to give
it more power. It depends on item-based and custbased methods.
First, we must have two lists of items recommenbgdtem-based and
customer-based, then we take the intersection edetitwo lists. The
result will be the items to recommend by the mettintersection”. This
method is powerful. But, it requires execution wbtalgorithms (ltem-
based and Customer-based). So, it will definiteythe most expensive
algorithm in time.

This method can enhance and strength the recommmemdaut also
it can give it weakness when the intersection betwée item-based and

the customer-based is empty.
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Because Item-based?2 is faster than Item-basedlli@®meBased?2

Method), using it with Item-based1l in the proposgstem is better.

3.4 Experimental Data

We performed experiments on a subset of movie gatiata
collected from the MovieLens web-based recommender
(movielens.umn.edu) designed by The GroupLens Resé€aoject at the
University of Minnesota.

The proposed system is used to guide the user ghralifferent
methods by recommending items that will most prdpahite the user
interests. Recommending these items is a predibésed on information
taken from the user profile.

As discussed in 2.4.1 before, recommendation aperancludes
five steps; selection, preprocessing and transfiomadata mining,
interpretation and evaluating, and presentation.

The GrouplLens selected the items and the ratingthese items,
then preprocess and transform the data, after usatl data mining
methods. We used the resulted database in ournsy§te, we started

from fourth step (Interpretation and evaluating).

3.5 The Experimental Database

In the experimental database, there are 943 userd @82 movies.
Each user rated at least for 20 movies. There nglsi demographic
information about the users. These are age, gendeupation, and Zip.
The users rated for the films from 1 to 5. Thesgreles are:

5 Excellent

4 Very Good

3 Good

£y
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2 Medium
1 Bad
The experimental database consists of the follovaies:

1. Movies info: Contains full information about moviek has the
following columns names: Movie Id, Movie Title, Ralse Date,
Video Release, while The other 19 columns are: ankn Action,
Adventure, Animation, Children's, Comedy, Crime, cDmentary,
Drama, Fantasy, Film-Noir, Horror, Musical, MysteRomance, Sci-
Fi, Thriller, War, Western. These fields are tha@rgs, a 1 indicates
the movie is of that genre, a 0 indicates it is not; movies can be in
several genres at once, for example, a movie caa fmemance and
action at the same time.

2. Ratings: Has the following columns: id, movie idtiing.

3. Userinfo: With the following columns: id, age, gemdoccupation,

and zip.
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3.6 The Proposed System Interface Structure:
The block diagram of the proposed system is shoviigure 3.3.

> Start o .
»  Exit
/ v \
Accuracy Check New User Existing User
\ 4
Enter Info

\ 4
Recommendation M ethods

Figure 3.3: The Proposed System Interface Structure

The first screen appears is the “Start” from while user goes to
one of the three options: Accuracy Check, New UseExisting User.

If this is the first time for the user to use thistem, he/she goes to
New User then he will be asked for personal infdroma(age, gender,
and occupation). In this case the system autontigtigeves the user an
id.

Else, if the user was an existed user in the dagaba will choose to
go to Existing User and gives his id.

Both of the New User and Existing User need to skoan item
from the list of items that are sorted accordindpiigh ratings. Then the

user chooses a recommendation method from thenfietinods available
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in the system (ltem-Basedl, Item-based2, Customsedy and
Intersection).

A list of recommended items will appear to the ws=rording to the
method chosen by him.

If the user wanted to check the accuracy of a mitthe just head to
the Accuracy Check and select the method, therwjagtfor the accuracy

to be calculated.
3.7 Results and Discussion

To test the proposed system methods’ accuracy,sed two ways.
In the first way, we simply selected real userthm database that already
bought movies and recommend them using our methdus.accuracy
will be computed as percentage of the similaritiveen the results and
what they really bought.

We selected first customer number 1 who supposaidhid rated to
movie number 1, then we recommend him using our feethods. Then
we compute the similarity between the items helydabdught and the
items we recommended for each method. Then we tedlemstomer
number 7 who supposed to rate to movie number 1D aso the
accuracy was computed for the four methods. Table sBows the

accuracy for each method for the two customers.

Customer No.1 Customer No.7
Item-Basedl Method 94.47 % 94.62 %
Item-Based2 Method 99.57 % 99.43 %
Customer-Based Method 54.47 % 91.50 %
Intersection 5.532 % 9.915 %

Table 3.1 Methods Accuracy for Customers 1 and 7.
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In the second way, we presented the list of itesng sample of my
colleagues and asked them to rate for one itemn, tivey recommended
using our four methods depending on the items ttigyse and their
personal information. Then we asked them to gidegree in the range
1-100 to each method. The degree of a particuldnodewas considered
to be the accuracy of that method from the useristf view who rated
it.

To discuss the results, we should go back to taldleln this table,

we have eight cases, we will discuss each one.

- Casel (Customerl recommended using Item-Basedl method)
and Case2 (Customer7 recommended using Item-Basedl
method):
As we can see, the accuracy for the two casegis(84.47, 94.62),
this is because the similarity measure which gites-Basedl method

more power.

- Case3 (Customerl recommended using ltem-Based2 method)

and Case4 (Customer7 recommended using Item-Based2

method):

The accuracy for these two cases is high, whichnsida& method is a
good one.

When comparing cases 3 and 4 with the first twesawe can see
that the accuracy of Item-Based2 is higher thanat®uracy of Item-
basedl.

The method accuracy is different from time to tidepending on the

customer’'s demographic information, the items he/slted, and the
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number of these items. So, the results do not saggsmean that Item-

Based?2 always more accurate than Item-Based1.

- Case5 (Customerl recommended using Customer-Based
method) and Case6 (Customer7 recommended using Customer
-Based method):

Here we can see a large difference between casesd 5. This
difference happened because Customer-Based metmehds on the
customer demographic information which is obvioudijferent from
customers 1 and 7. Table 3.2 shows the demograpfaomation for

customers 1 and 7.

Age Gender Occupation
Customer No.1 24 Male Technician
Customer No.7 57 Male Administrator

Table 3.2 The demographic information for custonieasid 7

- Case7 (Customerl recommended using Intersection method)
and Case8 (Customer7 recommended using Intersection
method):

As we can see the accuracy in these two casessishan the other
cases. As discussed before in chapter three, wparenthe resulted
recommendation list to the real bought items byciiigomers.
Intersection reduces the items by selecting thdasimems in two lists.
This also reduces the accuracy, because the retiscedl be less

similar to the real bought list.
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