Abstract

Biometrics is refers to the automatic identification of a living person
based on physiological or behavioral characteristics. Hand identification
involves an analysis and measures of the features of the hand.

In this research work, we have two steps. The first step is enrollment
step and the second is identification step.

In the enrollment step, the stages image capture, image binarization,
edge detection and feature extraction were implemented. In the image
capture, the user has to put his hand in the scanner with fingers spread
freely without using any pegs. In the image binarization the color image is
converted to black and white image. And in the edge detection the Laplace
operator was used to find the hand boundary. In the feature extraction two
types of features (geometrical and nongeometrical features) were extracted.
The geometrical features are fingers length, finger width, hand span and
distance between joints. The central moment to each finger after finding the
fingers direction were extracted as nongeometrical features.

In the identification step, the feature vector to the unknown person is
extracted from its hand image. Two methods for identify the feature vector
of the unknown person with those listed in the database for 13 persons;
where for each person 5 images are taken as training samples. The first
adopted method is fuzzy method with difference membership function (i.e.,
atriangular, trapezoidal and bell shape function) and the second method is
a fuzzy-neural method (fuzzy self organization map). By using any one of
the above methods we can identify the feature vector of the unknown
person. By the test it is shown that the trapezoidal membership function
shows better performance in comparison with the others.
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Chapter Five
Conclusions and Future Work

5.1 Introduction
In the previous chapters, we design the hand rettiogrsystem by name
"Handl dentificationUsingFuzzy-Neural". In this chapter we show number of

conclusions remarks and the future works.

5.2 Conclusions

There are many conclusions derived from the testli® of the suggested

system, among these conclusion are the following

1. Combining the geometrical features (fingers lendthgers width,
hand span and distance between joints) with thegemmetrical
features (central moment) had improved recogniiccuracy.

2. The experimental results indicate that the fuzayidocapproach has
better performance than the fuzzy-neural. Becaosduzzy methods
(trapezoidal, triangular and bell membership fumttishowed higher
rates of success than the fuzzy-neural.

3. The training time in fuzzy logic method is largkah the training time
in the fuzzy-neural.

4. The best order of the central moment is the sixtieiothat give more
discriminating information on the features of theger's shape.

5. The methods based on finding the finger's directshows better
recognition performance than their correspondingctwhgnore the

fingers direction.
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5.3 Suggestions

In the following a number of the future work sugi@ss are laid out:

1.

In the propose work we used the 2D geometricalfeatand can use

the 3D geometrical features to the fingers.

2. In the future work may be used the color of thechskin as a feature.

3. Used the invariant or complex moment as a nongearakteature.

4. Using one of the supervise neural network methaoslsaafinger

classification method.
Using other methods of membership as a triangular bell

membership function in the fuzzy neural.



Chapter Four

Experimental and Result

4.1 Introduction

In chapter three, we can have discussed the twalle®denrollment module
and classification module). The result of the dmieht module is creating the
features vector of thenknown person. In the classification module thieaeted
features vector of the unknown person is matcheld thie features vectors listed
in the database belong to 13 persons, where eazlhasm5 samples of its hand
image. Figure (4.1) show some samples of their fiamde hand images are a
BMP 24 bit/pixel and the size of each training imag 200 x 200 pixels. The
matching processes will be done by using both furmgic and fuzzy-neural
methods. While both types of the features (geowswtand nongeometrical) will

be utilizes as discriminating features.
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(K) Saif

(M) Yousif

Figure (4.1) Images of Hands

(L) Wesam
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4.2 The Extracted Features

In the following the geometrical and nongeometriéahtures for two
samples images belong to Baha and Nktal.

Table (4.1) shows the extracted geometrical featfmem the images of
Baha's hand and table (4.2) shows the extractedewonetrical features of the
Baha's first hand image, and table (4.3) pres@etsiongeometrical feature of the
Baha's second hand image. Table (4.4) shows theeajdoal features extracted
from the two samples images of Nktal hand, andetg8l5) lists the extracted
nongeometrical features of the Nktal's first hamage and table (4.6) show the

nongeometrical features of the Nktal's second lvaade.
Table (4.1) The extracted geometrical features for

Baha's hand
Hand span Finger width Finger length Distance beteen joints

16| 17 | 18| 20 57 27
19| 20 | 20| 22 73 28

First 36.3

|mage 19| 21 | 22| 23 78 30
18| 20 | 21| 23 69 25
17| 19 | 21| 22 36 22
15| 16 | 16| 18 50 21
17| 18 | 18| 20 67 26

Second 36.5

Image 17| 20 | 20| 22 71 26
17| 18 | 20| 22 62 24
14| 17 | 19| 20 41 21
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Table (4.2) The extracted nongeometrical featureot
the first test hand image for Baha's hand

Feature no. | F. finger | 2nd. finger 3rd. finger | 4th.finger 5™ finger
Feature 1 1 1 1 1 1
Feature 2 2.188 2.172 2.489 2.551 2.152
Feature 3 5.322 5.410 6.549 6.784 5.388
Feature 4 13.298 13.703 17.8251 18.589 13.459
Feature 5 34.536 6.825 49.745 52.107 36.355
Feature 6 90.661 7.278 141.399 148.657 94.238
Feature 7 3.242 3.465 3.472 3.312 2.909
Feature 8 7.175 7.531 8.688 8.475 6.258
Feature 9 17.385 18.695 22.850 22.527 15.636
Feature 10 43.494 47.304 62.130 61.618 38.801
Feature 11 | 112.441 126.542 173.12 172.308 104.542
Feature 12 | 295.144 34.312 491.282 490.262 268.456
Feature 13 10.986 2.484 12.573 11.46 8.825
Feature 14 24.521 7.186 31.559 29.3698 19.009
Feature 15 59.3 7.284 82.999 78.019 47.390
Feature 16 | 148.429 70.198 225.477 213.058 117.045
Feature 17 | 382.645 453.393 627.396 594.509 314.464
Feature 18 | 1003.676 1198.928 1777.724 1687.462 801.745
Feature 19 38.412 6.253 46.894 40.905 27.637
Feature 20 86.332 100.985 117.986 104.941 59.688
Feature 21 | 208.617 49.280 310.277 278.589 148.491
Feature 22 | 522.204 30.648 842.173 759.638 365.605
Feature 23 | 1343.825 1673.9 2340.362 2115.554 979.316
Feature 24 | 3521.702 431.696 6621.958 5991.876 2484.216
Feature 25 | 137.437 74.913 178.746 149.412 88.674
Feature 26 | 310.625 83.031 450.515 383.53V 192.202
Feature 27 | 750.489 43.401 1184.621 1017.467 477.237
Feature 28 | 1878.464 2387.431 3212.632 2770.518 1172.911
Feature 29 | 4828.173 317.434 8917.031 7702.273 3132.043
Feature 30 | 2641.959 6745.29 25196.522  21772.913 7919.093
Feature 31 | 500.295 71.857 692.632 555.312 289.865
Feature 32 | 1136.013 475.816 1748.024 1425.92 631.028
Feature 33 | 2745.143 628.146 4595.564 3780.086 1564.079
Feature 34 | 6870.288 184.948 12452.576  10279.923 3841.010
Feature 35 | 7643.364 4242.544 34524.319  28533.846 10224.819
Feature 36 | 6160.638 4323.322 97430.580 80518.924 25804.971
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Table (4.3) The extracted nongeometrical featureotthe
second tested hand image for Baha's hand
Feature no. | ' finger | 2nd.finger | 3rd. finger | 4th.finger 5™ finger
Feature 1 1 1 1 1 1
Feature 2 2.141 2.032 2.249 2.351 2.113
Feature 3 5.012 4.895 5.634 5.920 5.07
Feature 4 | 12.224 11.803 14.302 15.462 12.581
Feature 5 | 30.671 30.798 38.832 41.493 32.236
Feature 6 | 78.522 77.247 100.777 | 113557  84.177
Feature 7 3.151 3.414 3.441 3.213 2.876
Feature 8 6.790 6.941 7.796 7.6 6.096
Feature 9 | 15.884 16.676 19.463 19.1 14.546
Feature 10 | 38.681 40.127 49.509 49.759 35.937
Feature 11 | 96.836 104.409 133.639 | 133.112  91.533
Feature 12 | 247.312 261.278 349.07 363.126  237.626
Feature 13 | 10.359 12.133 12.311 10.794 8.639
Feature 14 | 22.463 24.712 28.065 25.619 18.379
Feature 15 | 52.552 59.198 69.865 64.262 43.682
Feature 16 | 127.849 142.353 178.028| 166.992  107.548
Feature 17 | 319.583 369.255 477.908| 445.382  272.638
Feature 18 | 814.765 923.746 1255.657] 1211.202  704.415
Feature 19 | 35.136 44.343 45.316 37.445 26.813
Feature 20 | 76.642 90.573 103.845 | 89.051 57.28
Feature 21 | 179.4 216.338 257.883 | 222.982  135.781
Feature 22 | 436.231 520.334 657.932| 578.047  333.452
Feature 23 | 1089.34 1345.418 1757.562]  1537.392  842.213
Feature 24 | 2773.826 | 3368.603 4640.072  4168.728  2167.658
Feature 25 | 121.995 165.431 170.392| 133.021  85.316
Feature 26 | 267.54 338.986 392.109| 316.683  183.059
Feature 27 | 626.734 807.46 971.786| 791.701  433.235
Feature 28 | 1523.69 1943.361 2481.104  2047.805 1061.932
Feature 29 | 3802.352| 5009.233 6600.171  5432.484 2674.561
Feature 30 | 9673.608 | 12560.239] 17488.594  14691.153862.471
Feature 31 | 431.162 626.839 651.245| 481.101  276.712
Feature 32 | 950.161 1288.745 1503.638  1145.955 596.414
Feature 33 | 2227.842| 3061.949 3720.326  2860.683  1410.206
Feature 34 | 5416.217 | 7375.753 9501.491  7384.347  3451.938
Feature 35 | 13510.045] 18955.353  25186.742  19543.848574.901
Feature 36 | 34349.081] 47611.401 66911.278 52723.733 22203.232




Experimental and Result

81

Table (4.4) The extracted geometrical features for

Nktal's hand
Hand span Finger width Finger length Distance betwen joints

17| 18 | 18| 20 57 25
18| 20 | 19| 19 75 27

First 44.5

Image 19| 21| 20| 21 80 30
17| 19 | 21| 23 68 22
17| 21 | 22| 21 40 22
17| 18 | 18| 18 54 26
17| 20 | 20| 19 73 25

Second 42.18

Image 19| 20 | 20| 20 79 29
17| 19 | 20| 22 66 22
15| 19 | 21|21 42 22
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Table (4.5) The extracted nongeometrical featuresdm
the first tested hand for Nktal's hand

Feature no. | F' finger | 2nd. finger | 3rd. finger | 4th.finger | 5" finger
Feature 1 1 1 1 1 1
Feature 2 2.059 2.163 2.47 2.435 2.298
Feature 3 5.053 5.296 6.407 6.285 5.776
Feature 4 12.196 13.392 17.196 16.81 14.918
Feature 5 32.344 35.266 47.329 46.129 39.88
Feature 6 81.013 93.689 132.749 129.021 107.786
Feature 7 3.225 3.473 3.516 3.326 3.101
Feature 8 6.69 7.5 8.703 8.140 7.118
Feature 9 16.365 18.336 22.574 21.003 17.891
Feature 10 39.544 46.228 60.571 56.102 46.180
Feature 11 | 104.456 121.495 166.626 153.6711 123.374
Feature 12 | 261.875 321.729 467.077 428.98 333.081
Feature 13 10.818 12.563 12.846 11.532 9.910
Feature 14 22.591 27.127 31.82 28.305 22.744
Feature 15 55.099 66.244 82.527 72.988 57.137
Feature 16 | 133.349 166.704 221.311 194.65[1 147.318
Feature 17 | 350.787 437.494 608.348 532.114 393.002
Feature 18 | 881.016 1156.005 1703.899 1482.306  1059.124
Feature 19 37.337 46.754 48.224 41.197 32.42%
Feature 20 78.476 101.068 119.519 101.305 74.48/7
Feature 21 | 190.862 246.589 309.867 260.996 186.994
Feature 22 | 462.753 619.765 830.351 694.843 481.541
Feature 23 | 1212.475 1624.588 2280.454 1895.595  1282.184
Feature 24 | 3051.956 4286.236 6381.155 5269.149 3448.35
Feature 25 | 131.627 177.645 184.738 150.489 108.126
Feature 26 | 278.359 384.684 457.958 370.430 248.824
Feature 27 | 675.309 937.82 1186.709 953.375H 624.221
Feature 28 | 1640.334 2355.013 3177.35 2533.689  1605.607
Feature 29 | 4282.11 6166.578 8717.599 6898.004  4266.458
Feature 30 | 10804.058| 16251.822 24368.306 19132.996 11450580
Feature 31 | 471.599 685.585 718.685 559.11) 366.155
Feature 32 | 1003.110 1487.707 1781.612 1376.984 844.6[76
Feature 33 | 2428.326 3624.084 4613.866 3539.833  2117.788
Feature 34 | 5908.94 9094.811 12342.195 9391.069  5441.940
Feature 35 | 15374.006] 23790.049 33827.90p  25516.117 14431[252
Feature 36 | 38879.586] 62645.731 94456.928 70624.887 38655928
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Table (4.6) The extracted nongeometrical features
from the second tested hand for Nktal's hand

Feature no. ', finger 2nd. finger | 3rd. finger | A4th.finger 5™ finger
Feature 1 1 1 1 1 1
Feature 2 4.534 4.152 3.917 4.032 4.79
Feature 3 20.565 17.253 15.359 16.278 22.953
Feature 4 93.286 71.718 60.286 65.754 109.988
Feature 5 423.222 298.265 236.858 265.818 527.109
Feature 6 1920.397 1241.030 931.498 1075.444 2526.439
Feature 7 2.95 3.954 4.39 4771 5.111
Feature 8 13.379 16.419 17.198 19.244 24.486
Feature 9 60.694 68.214 67.433 77.673 117.32
Feature 10 275.369 283.531 264.671 313.749 562.176
Feature 11 | 1249.578 1179.083 1039.844 1268.354 2694.177
Feature 12 | 5671.350 4905.701 4089.378 5131.450 12913.156
Feature 13 9.802 15.816 19.359 22.8 26.131
Feature 14 44.454 65.672 75.827 91.947 125.187
Feature 15 201.638 272.808 297.305 371.106 599.798
Feature 16 914.766 1133.848 1166.87 1499.01 2874.107
Feature 17 | 4150.736 4714.88 4584.355 6059.80) 13773.813
Feature 18 | 18837.260 19615.701 18028.73P 24516.44 66017.453
Feature 19 32.889 63.922 85.702 109.076 133.631
Feature 20 149.152 265.385 335.67 439.871 640.173
Feature 21 676.521 1102.357 1316.076 1775.316 3067.184
Feature 22 3069.1 4581.317 5165.266 7170.982 14697.283
Feature 23 | 13925.802 19049.335 20292.894 28988.85  70434.403
Feature 24 | 63198.794 79248.231] 79805.016  117281.864 337588}41
Feature 25 115.519 260.726 380.86 522.468 683.521
Feature 26 523.779 1082.362 1491.671 2106.928 3274.444
Feature 27 2375.33 4495.597 5848.328 8503.44 15688.346
Feature 28 | 10774.065 18682.169 22952.898 34347.587  75174.491
Feature 29 | 48878.221 77676.792 90175.00p  138850.912 360261}24
Feature 30 | 221784.476| 323130.619 354627.896 561760.229 172P4D5
Feature 31 401.179 1072.167 1698.733 2505.63 3497.007
Feature 32 | 1818.972 4450.609 6653.078 10104.175 16752.4901
Feature 33 | 8248.906 18484.386 26083.992 40779.748  80263.166
Feature 34 | 37415.275 76810.071] 102370.708  164719.67  384588|07
Feature 35 | 169739.79 319343.23  402182.528 665887.519 1843192.3
Feature 36 | 770194.205| 1328380.1921581654.807 2694062.54| 8833855.380
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4.3 Matching Results
The test procedure was conducted both on the sieghezzy logic methods

and the fuzzy-neural method.

4.3.1 Fuzzy Logic Result
After extracted the feature vector to the unknowrspn we have applied the
fuzzy methods (Trapezoidal, Triangular or Bell menghip function).

A. Trapezoidal Membership Function Results

Table (4.7) shows the results of using the tragk#onethod. In this method
we take the value ofa(=2) and the value of £=3). The number of training
Images to each person was 5 images, and the nwhibest images was 4. And

the required training time was 734.954 second. fEHwegnition success of this

method was 100% for the training images, and 8@&688 the tested images.

Table (4.7) Trapezoidal results

s
o

Person name

Training | Success| Testing | Success| Success | Success
image training | images Test training tested
images image ratio ratio

1 Adel 5 5 4 4 100% 100%

2 | Ahmed_Drweish 5 5 4 3 100% 75%

3 Arshed 5 5 4 3 100% 75%

4 Baha 5 5 4 4 100% 100%

5 Basam 5 5 4 4 100% | 100%

6 Husam 5 5 4 4 100% 100%

7 Mohaned 5 5 4 4 100% | 100%

8 Muntaser 5 5 4 4 100% | 100%

9 Nktal 5 5 4 2 100% 50%
10 Omer 5 5 4 4 100% 100%
11 Saif 5 5 4 4 100% 100%
12 Wesam 5 5 4 2 100% 50%
13 Yousif 5 5 4 3 100% 75%
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B. Triangular Membership Function Result
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Table (4.8) shows the recognition results of th@ngular method. In this

method we take the value @f 35. The number of training images for each

person was 5 images, and the test images weredith&nrequired training time

was 348.546 second. The ratio of success for #uairtig images was 96.9%,

while for the test images it was 84.61%.

Table (4.8) Triangular results

=z
o

Person name Training | Success| Testing | Success| Success | Success
image training | images Test training tested
images image ratio ratio

1 Adel 5 5 4 4 100% 100%

2 | Ahmed_Drweish 5 5 4 4 100% 100%

3 Arshed 5 4 4 1 80% 25%

4 Baha 5 5 4 4 100% 100%

5 Basam 5 5 4 4 100% | 100%

6 Husam 5 5 4 4 100% 100%

7 Mohaned 5 5 4 4 100% | 100%

8 Muntaser 5 5 4 3 100% 75%

9 Nktal 5 4 4 2 80% 50%
10 Omer 5 5 4 4 100% 100%
11 Saif 5 5 4 4 100% 100%
12 Wesam 5 5 4 2 100% 50%
13 Yousif 5 5 4 4 100% 100%
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C. Bell-Shape Membership Function Result
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Table (4.9) shows the recognition results of bedtimd. In this method, we

take the value a@f=35. The number of training images to each person %vas

iImages and the test images were 4. The requiredingatime was 253.579

second. The success ratio was 93.8% for trainiragyé@s, and 86.538% for tested

images.
Table (4.9) Bell-shape result
No. Person name Training | Success| Testing | Success| Success | Success
image training | images Test training tested
images image ratio ratio
1 Adel 5 5 4 4 100% 100%
2 | Ahmed_Drweish 5 5 4 4 100% 100%
3 Arshed 5 5 4 2 100% 50%
4 Baha 5 5 4 4 100% | 100%
5 Basam 5 5 4 4 100% | 100%
6 Husam 5 5 4 4 100% 100%
7 Mohaned 5 5 4 4 100% | 100%
8 Muntaser 5 3 4 2 60% 50%
9 Nktal 5 4 4 2 80% 50%
10 Omer 5 5 4 4 100% | 100%
11 Saif 5 5 4 4 100% 100%
12 Wesam 5 5 4 3 100% 75%
13 Yousif 5 4 4 4 80% 100%




Experimental and Result

4.3.2 Fuzzy-Neural Result
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In fuzzy-neural we have applied the Fuzzy Self @rgation Map as a
method to identify the unknown person.

Table (4.10) shows the result of applying fuzzymaéumethod. In this
method, we applied the trapezoidal membership fancon the extracted
features, after that we applied the neural netvagrl classification method. In the

neural network, we toke the learning rate valu®6. The number of training

Images to each person was 5 images, and the tagegwere 4. In addition, the

consumed training time was 120.7 second. The wHtisuccess was 100% for
training images, and 82.69% for the tested images.

Table (4.5) Fuzzy-Neural result

=z
o

Person name

Training | Success| Testing | Success| Success | Success
image training | images Test training tested
images image ratio ratio
1 Adel 5 5 4 3 100% 75%
2 | Ahmed_Drweish 5 5 4 3 100% 75%
3 Arshed 5 5 4 3 100% 75%
4 Baha 5 5 4 4 100% 100%
5 Basam 5 5 4 4 100% | 100%
6 Husam 5 5 4 4 100% 100%
7 Mohaned 5 5 4 4 100% | 100%
8 Muntaser 5 5 4 4 100% | 100%
9 Nktal 5 5 4 2 100% 50%
10 Omer 5 5 4 4 100% 100%
11 Saif 5 5 4 4 100% 100%
12 Wesam 5 5 4 2 100% 50%
13 Yousif 5 5 4 2 100% 50%




Chapter One
Introduction

1.1 Introduction

Person identification and verification using bionetmethods are
getting more and more important in today's infoioratsociety. Hand
recognition is a promising biometric because ofsitaplicity and fairly
good performance of identification. The personal arstitutional security
requirements increase. The person has to remeimiseofl passwords, pin
number and other security codes. In the future ptbenetric systems will
take the place of this concept since it is morevearent and reliable
[Cenk02].

Hand geometry involves analyzing and measuringstiegpe of the
hand. This biometric offer a good balances of penfoce characteristics
and is relatively easy to use. It might be suitatdhere there are more users
or where users access the system infrequently aadparhaps less
disciplined in their approach to the systeékocuracy can be very high if
desired and flexible performance tuning and comAgan can
accommodate a wide range of applications. Somen@a@ons use hand
geometry readers in various scenarios, includimge tiand attendance
recording, where they have proved extremely popiase of integration
into other systems and processes, coupled withafasse, and makes hand

geometry an obvious first step for many biometrigjgcts [SimoO1].
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1.2 What is Biometric

Biometric refers to the automatic identification afliving person
based on physiological or behavioral charactessfitiere are many types
of biometric technologies in the market: face rewbgn, finger print,
finger geometry, hand geometry, iris recognitioainvrecognition, voice
and signature. The method of biometric identificatis preferred over
traditional methods involving password and PIN nemsbfor various
reasons: The person to be identified is requireldetphysically present at
the point of identification or the identificationaged on biometric
techniques obviates the need to remember or cawlem or a smartcard.
With the rapid increase in use of PIN and passwontsirring as a result
of the information technology revolution, it is ®ssary to restrict access
to sensitive/personal data. By replace PINs andwpasls, biometric
techniques are more convenient in relation to $&r and can potentially
prevent unauthorized access to or fraudulent usé&Tdfls, Time and
Attendance System, Cellular Phones, Smart Cardsktaje PCs,
Workstations, and computer networks. PINs and pasbwmay be
forgotten and token based methods of identificalika passports, driver's

licenses and insurance cards may be forgottererstollost [Geri03].

1.3 The Difference between Identification and Verification

In day-to-day life most people with whom you do ibessverify your
identity. You claim to be someone (yoclaimed identity) and then you
should provide proof to back up your claim. For @nters with friends
and family, there is no need to claim an idenfitgtead, those familiar to
you identify you, determining your identity upon seeing your face or
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hearing your voiceThese two examples illustrate the difference betwee
the two primary uses of biometrics: identificatamd verification.

Identification (1:N, one-to-many, recognition) it is the process of
determining a person’s identity by performing mathagainst multiple
biometric templates. ldentification systems areigiesd to determine
identity based solely on biometric information [A0€].

There are two types of identification systems: fposiidentification
and negative identification.

Positive identification systems are designed to find a match for a
user's biometric information in a database of bibmeinformation.
Positive identification answers the question “Whua &”, although the
response is not necessarily a name — it could kmrgmoyee 1D or another
unique identifier.

Negative identification systems search databases in the same fashion,
comparing one template against many, but are degigm ensure that a
person isnot present in a database. This prevents people frawilieg
twice in a system, and is often used in large-spaldic benefits programs
in which users enroll multiple times to gain betsetinder different names.

Verification (1:1, matching, and authentication) is the process of
establishing the validity of a claimed identity bgmparing a verification
template to an enroliment template. Verificatiogukes that an identity be
claimed, after which the individual’'s enrollmenimglate is located and
compared with the verification template. Verificatianswers the question,
“Am | who | claim to be?” Some verification systemsrform very limited
searches against multiple enrollee records. Fompleg a user with three
enrolled finger-scan templates may be able to pageof the three fingers
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to verify, and the system performs 1:1 matchesragdhe user’'s enrolled
templates until a match is found.

One-to-few: there is a middle ground between identification and
verification referred to as one-to-fe(f: few). This type of application
involves identification of a user from a very smd#itabase of enrollees.
While there is no exact number that differentiaded:N from a 1:few
system, any system involving a search of more 8t#hrecords is likely to
be classified as 1:N. A typical use of a 1. fewteys would be access
control to sensitive rooms at a 50-employee compaimere users place

their finger on a device and are located from allstiedabase [Inte01].

1.4 Biometrics Methods
There are many types of biometric methods, the faosiliar ones are

those listed in the following [Hiba03]:

() Eye Scanning: it divides into two different fields. First is thieis
scanning: which measures the colored band of tiisatesurrounds
the pupil of the eye. Second is the retina scannmetgal scans direct
a low intensity beam of light through the pupil ahd back of the eye
to measure the pattern of blood vessels at the tfdtie eye.

(I) Face Recognition: which analyzes the unique shape, pattern and
positioning of the facial features.

(Il1) Fingerprint Scanning: it scans the series of ridges and furrows on the
surface of the finger as well as the minutiae.

(IV) Hand Geometry: measures the shape and length of the fingers and
knuckles.

(V) Finger Geometry: measures the finger geometry to determine the
identity.



Introduction 5

(V1) Sgnature Recognition: it measures the manner in which a user signs
his/her name, stroke order, speed, pressure, dreat Gactors which
relate to the actual behavior of signing a document

(VIl) PalmPrint: analyzes ridges, valleys and minutiae data.

1.5 Aim of Project

The aim of the project is to design a system useggeometrical and
nongeometrical features to identify the unknowrspar This system name
"Hand Identification Using Fuzzy-Neural". This project is implementing
by using computer of type P4 (processor speed 1adraptures the hand
image by using genex scanner and use the langusigad asic version 6.0

to implement the project.

1.6 Literature Survey
Several researches in the field of hand recognitiere developed and

published in the literature. The present surveluohes significant previous

work related to the thesis objective.

 Hiba Zuhair [Hiba03], her work was attempted tovdrattention to
important biometric method by designing a prototypersonal
authentication system using hand geometry meth®dlds. research
involves several proposed methods based on extgachie hand
geometry features (finger length, finger width,)dtom the captured
hand images, and compare the extracted featurbesthattemplate of
the claimed user, which should be previously eatblio the system
and stored in database.

 Anil K. Jain [Anil99], he work was attempted to drattention to

important biometric method by designing a prototjla@d geometry
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based identity authentication system and also ptdse preliminary
verification results based on hand measurementSOofndividual
captures over period time. The research uses aemofldeatures as
width of the fingers at different locations, widihthe palm, thickness
of the palm, length of the fingers. And used anotiee of feature as
wrinkles of the skin.

* Milan Markovic [Mila99], his research was dedicatedthe problem
of two-dimensional (2D) shape recognition from gwnt of view of
possible optimization, regarding feature extractom classification
methods. Moment invariants and stochastic AR moa®&<onsidered
as feature extraction methods. In this research,tjyves of moments
were used; they are the central moment and momeatiant.

 Slobodan Ribaric [Slob98], he describes the dearph development
of a prototype system for the automatic identifmatof an individual
based on the fusion of palm and hand geometry femtd’he hand
geometry features measures the length of the fnged the width of
the four fingers at different heights. The palrmpfeatures are based

on the principal lines (the heart line, the head knd the life line).

1.7 Thesis Layout

Chapter Two: Theoretical Overview", presents the basic image
processing methods require to extract the geoma¢taicd nongeometrical
features and an introduction to the fuzzy concepis explain the fuzzy-
neuron concepts.

Chapter Three: Design and Implementation”, in this chapter the

design and implementation steps of the systemrasepted.
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Chapter Four: Experimental and Result", in this chapter the
discussing and evaluate the implementation of ystem

Chapter Five: Conclusion and Future work", in this chapter we
implies the conclusion of the thesis and recomminis for the future
work.



Chapter Three

Design and Implementation

3.1 Introduction

This chapter presents the design considerationsiraptmentation
steps of the proposed Hand ldentification Using Ziytideural (HIFN).
This system is designed to identify the hand'sqetsy capturing his/her
hand image using color scanner.

3.2 Description of HIFN
Figure (3.1) shows the layout of the proposed sysfEhis system

consists of two modules:

Module 1: the input to this module is the hand's image. Tirst §tage in
this module performs the preprocessing operatipm¢iudes Image
Banarization, Edge Detection, and Chain Code). é¢wond stage is
for feature extraction, in this research work types of features were
used, they are the geometrical features (lengthngkrs, width of
fingers, hand span, distance between joints) aachtin-geometrical
features (find central moment of the shape of dexgjer). The result
of this module is creating features vector for eaghut image.

Module 2: the input to this module is the features vectoe Titst stage in
this module is to build a membership function amplied the
fuzzification to feature vector. After this stepethystem will applied
the feature analysis to decide which of these featlnave a good
recognition. After finding the good discriminatirigatures, then the
matching step is performed between the unknowropdesatures with

the representative feature vectors listed in thaladese which contains
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the required template features for number of handge samples

taken for each person. The result of this moduperson ID (index).

Enrollment phase

Hand Preprocessing | Binary | Feature |Feature
I mage Hand | Extraction | Vector
I mage
| dentification phase
A\ 4
Hand Preprocessing | Binary | Feature |Feature | \atchin
Image Hand | Extraction | Vector ~ g
Image
ID y Index

Figure (3.1) The main system

3.3 Input Stage

In this stage, a colored hand image BMP is inpuhé&system, figure
(3.2) shows a typical hand image. This step indugading the header of
the BMP image file format. This header contains rbguire information
about the image attributes such as height and widtihe image, data type,
etc. This information is very important to load theage data.

Among the types of BMP file formats are the follogi two
commonly used types [Umba98]:
(a) 8-bits/pixel: sometimes called palette driven typewhich the RGB

palette table is used. The RGB palette table ctms$ the color

contents of the image, all the existing colorsha image are listed in
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the RGB table, and their index table is used fmoeimg each pixel in
the image. When a pixel is displayed, its colorexd used as a palette
index to load the color's (RGB) component from piadette table (one
byte for red, one byte for green, one byte for hlue 8 bits/pixel
images, usually the image data begins from bytebheum 078 (offset
value) and ends at the location (1078+ ((Width*8+34)*4*Height).

(b) 24-bits/pixel images, unlike the 8-bits/pixel inesg have on RGB
palette, but it uses 8 bits to represent eachethhee color bands for
each pixel. The image information begins at bytenbber 54 (offset
value).

The BMP images header has a size of 54 bytes; thdes represent
all the information required to load and presertithage. The BMP header
has the following structure:

BitM apFileHeader: record

Bftype: Integer

Size: long

Bfreservedl, Bfreserved2: integer

Bfoffset, Bisize, Biwidth, Biheight: long

Biplan, Bibitcount: integer

Bicompression, Bisizeimage, Bixmeter 1, Bixmeter 2,
Biclrused, Biclrimportant: long

The most important BMP header parameters are BiheBjwidth
and Biplan. The Biheight represent the height of tmage, and the
Biwidth represent the width of the image, and thpld represent the
number of bits required to represent each colahefpixel. Figure (3.2)
show the input color BMP image. The following alglom was used to
read the BMP image
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Figure (3.2) Color image.

Algorithm 3.1: Read Image Header.
Input: Color Image.
Output: Header record

Open BMP color image file for read
Read BitMapFileHeader record
Close color image file

End.

3.4 Design of Enrolment Phase

This phase implies all the processes or stepsnexjto determine the
features vectors for an input image. The extrabéatures vectors in this
phase are stored in a database, to be utilizeer lattthe identification

phase. Figure (3.3) shows the implementation siéfise enrolment stage.

Input Image

v

I mage Binarization

v

Edge Detection

v

Chain Coding

v

Feature Extraction

v

Store Features Vector in database

Figure (3.3) Implementation steps of the "Enrollment Phase"
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3.4.1 Preprocessing Stage

Some preprocessing processes are used to makatdnefdhe hand
image more suitable for the primary data reductaomd to make the
analysis task easier. Preprocessing is a necesstage when the
requirements are typically obvious and simple, sasheliminate the
information that is not required for the applicatitymba98].

The first step of preprocessing in our suggestetiesy is converting
the color image to binary image (black and whitdg second step is
finding the edge of the outer boundary of the haparson, and the third
step is determining the chain code of the boundary.

3.4.1.1 Image Binarization
The first step of the image binarization processoisverting the color
image to gray image (its gray scale=256). The sg&step is converting the
produced gray image to binary image (it consist® alors: black and
white). These two steps are implemented as follows:
(&) Convert the color image to gray image: basicatlghepixel in color
image have three components of color (i.e.: regegrblue), the value
of each color component is represented by one byie gray value to

each pixel is computed by using the following edurat

gray value = Red +Gr§an tBlve (3.:

The gray_value for all pixels is computed by usihg above equation
(3.1). Applying this equation on all image pixeldlvead to convert the
color image to gray image.
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(b) Convert the gray image to binary image: in thepsive compute the
histogram of the gray image and then determinentiemum value
from histogram, this minimum value is used as &ghold value to
binarize the gray image. Figure (3#)e histogram value at (0) and
(255) is zero (minimum value), if you choose oneh@m as threshold,
the gray image will converted to white or blackarolBut by test we
finding that the minimum value between the valug) @&nd (80) in the
histogram is the best threshold value to make #xekdround of the
image is black and set the hand's pixels whiteerAfinding the
threshold value, now we are ready to convert tlay gnage to black
and white image. This is done by scanning all thelp of the gray
image and check the value of the pixel if it gredtan the threshold
value then set this pixel to white color (255) othise set this pixel to
black color (0).

5000
4000
3000

2000
1000 - !
O 4

1 26 51 76 101 126 151 176 201 226 251

Number of Pixel

Gray Value

Figure (3.4) Image Histogram

Algorithm (3.2) illustrates the implemented stepdinarize the gray

image.
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Algorithm 3.2 // Image Banarization
Input: BMP 24 bit/pixel color image
Output: Binary_image

Open BMP header file
Loop for each pixel in color image do
Compute gray_value using eq. 3.1
Set Temp (pixel) =gray_value
Set histogram (gray_value) = histogram(gray_value)+1
End loop
Find threshold //the gray value (within the range 55 to 80)
whose corresponding histogram value is
minimum
Loop for each pixel in Temp do
If Temp (pixel)>= threshold then
Set binary_image (pixel) =255
Else
Set binary_image (pixel) =0
End if
End loop
End.

3.4.1.2 Edge Detection

In the edge detection step the boundary is foumd, will make the
determination of the finger's features become elmsyhis work we have
used the Laplace edge detection operator.

Figure (3.5) shows the Laplace mask that passeddghrall the points
of the images as a moving window. At each poiny)(»f the image the
center of the Laplace widow is placed to covertladl neighbor pixels as
illustrated in figure (3.6.a). Then the sum of npliting the mask values by
corresponding image values will give us the Laplaaggput at the point (X,
y). It is obvious from the elements values of Laplanask that only the
four neighbors (left, right, up, down) will pargi@te in the determination
of Laplace values at each point, where the Lapdatput at the point (X, y)

IS:
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lap (%, ) = p(x, y =) + p(x, y +1) + p(x =1, y) + p(x+1,y) =4* p(x,y) ,....(3.2)

o] -1] 0
1 4 1
0| -1] O

Figure (3.5) Laplace mask

X-1,Y-1| X, Y-1| X+1,Y-1
X,Y
X-1,Y X, Y X+1,Y <
X-1, Y+1 | X, Y+1 | X+1, Y+1
a. The neighbors to pixel (x,y) b. Binary Image

Figure (3.6) Binary Image and Sub Image

If the value of the edge is greater than zero tihencenter pixel is
considered as edge pixel otherwise is not edge.fdll@ving algorithm
(3.3) was established to find the boundary of taadh The input to this
algorithm is binary image and the output is arr&ypoint type records,
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each record contains x-coordinate and y-coordinftdl boundary points
of the hand.

Algorithm 3.3 // Laplace edge detection
Input: Binary_image
Output: boundary_array

Loop y=0 to binary_image height
Loop x=0 to binary_image width
If binary_image(x, y) = 255 then
Current_pixel = binary_image(x, y)
Top_pixel = binary_image(x, y-1)
bottom_pixel = binary_image(x, y+1)
left_pixel = binary_image(x-1, y)
right_pixel = binary_image(x+1, y)
Compute edge //using eq. 3.2

If edge>0 then
Store current_pixel in boundary_array
End if
End if
End Loop
End Loop

End.

3.4.1.3 Chain Code

Chain code is used to represent the boundary asreected sequence
of straight line segments of specific length améction [Gonz87].

After applying Laplace edge detector, the produeside image
contains only the boundary points of the hand agewpoints. Now we
need to represent those boundary points as a segjoéadjacent points, in
order to use this sequence to extract the handrésat

The main idea of chain code is constructing a aneedsional array
of point type records, each contain the X and Yhefboundary pixel. The
chain coding process begin by finding the starhpof the hand edge (as
shown in figure 3.7) and check the 8-neighborshefdtart point to detect
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the next connected (chain) point. The coordinateshe start point is
registered in the boundary array, after that we steecking its neighbors
in the clockwise manner, if one of them is an egyel (pixel value 255)
then store this pixel in the boundary array and enélas a next test point
and delete the old tested (start) point, then rtejpes operation to find the

new connect neighbor to the new start point.

IIl
Start p0|nt End point

Figure (3.7) Boundary Hand Image

In the proposed work, after finding the start p@ntl start searching
its 8-neighbores to find out if any of them coulel donsidered as a new
edge point, in the case of non existence of the neighbor connected
point (i.e. whose value=255) then the detected ptant should be ignored
and not listed in the boundary array, in such & ¢hs step of searching for
the start point should be continued until finding another start point with
connected neighbors. In the case of finding outcthreect start point then
register the coordinates of the start point andledl connected adjacent
points. The applied search method to check theighbers is circular, as

shown in the figure (3.8).
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X-1,Y-1 | X)Y-1 | X+1,Y-1 S 7

X-1Y X, Y X+1,Y /
4 0
X-1,Y+1 | X,Y+1 | X+1,Y+1 ;

A. The pixd (x,y) and its 8-neighbors B. The order of chain code

Figure (3.8) Chain code directions

From the above figure search could be started wiéh following
direction sequence 1,2,3,4,5,6,7,0. Or it couldteted from any direction
and transfer points (clockwise or counter clockyise

Algorithm (3.4) illustrates the implemented steps trace the

boundary points of the hand's person.
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Algorithm 3.3 //Chain Coding Method
Input: Myimage
Output: Boundary_array

Loop For i=0 to hm
Loop for j=0 to wm
If Myimage(i,j)=255 then
Center_pixel.x=i
Center_pixel.y=j
Exit loop j and i
End if
End loop
End loop
Set counter=0
Set Flag=true
Loop while flag =true
Set boundary_array=center_pixel
Set counter=counter+1
Set Temp //coordinates of the 8-neighbors of center pixel
Set m=0
Loop for n=8 down to 1
If Myimage(Temp(n).x, Temp(n).y)=255 then
Set Index (m) =n
Set m=m+1
End if
End loop
Set flagl=true
Loop for n=1tom
Set New_Temp
Loop for j=8to 1

if Myimage(New_Temp(j).x,New_Temp(j).y)=255 then

Number=number+1
End if
End loop
If Number<>0 then
Set center_pixel.x=Temp(index(n)).x
Set center_pixel.y=Temp(index(n)).y
Set flagl=false
End if
End loop
If flagl=true then
Set flag=false
End if
End while
End.
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Note
 The Temp and New_temp are constructed as two diomdsarrays
of records contain the x and y coordinates, as ashovigure 3.8(a).
 The index( ) is an array of integers contain thdexnumber of all

edge pixels in the Temp.

3.4.2 Features Extraction

In the proposed work, we used two types of feat@sometrical
features and non geometrical feature). The geocattfieatures include the
length of the fingers, width of the fingers at di#nt vertical positions,
hand span, and distance between the joints ofrigers.

The non geometrical features include the centramerd of each

finger after determining the direction of that ferg

3.4.2.1 Geometrical Feature
The first step in the measurement of the geoméftieedures is to find

the top points and joint points of the fingersshewn in figure (3.9).

Start-point End-point

Figure (3.9) Top and Joint points
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After finding all top and joint points, we can couate all geometrical

features.

A. Find top and joint points

By check the y-coordinates of all the boundary tsoall top and some
of the joint points (B, C, D, and F) could be fourdh additional method
was used to find the remaining joint points (A3,

1. By using a method based on checking the y-cooresntie top points
and the joint point (B, C, D, and F) could be foumtis method utilize
the criteria that the top point has y-coordinateless than the y-
coordinates of the previous and next pixels. Onotiher hand the joint
points have y-coordinate greater than those foptheious and the next
pixels. Algorithm (3.5) presents the implementatsbeps of find the top
and joint points (B, C, D, and F) as shown in feg(3.9).

Algorithm 3.5// Find the Top and Joint Points
Input: boundary_array
Output: Top_list and Joint_list

Set no_of_Top=0, Set no_of_Joint=0, Set i=2
Loop while (no_of_Top<5)
If (boundary_array[i+1].y>=boundary_array[i].y) and
(boundary_array[i-1].y<boundary_array[i].y) then
Set Top_list[no_of_Top].y= boundary_array[i].y
Set Top_list[no_of _Top].x= boundary_array[i].x
End if
Set flag=true, Set m=i+1
Loop while (flag=true)and(no_of_Top<5)
If (boundary_array[m].y>=boundary_array[m+1].y)
And(boundary_array[m-1].y<boundary_array[m].y)
then
Set Joint_list[no_of_joint].y=boundary_array[m].y
Set Joint_list[no_of_joint].x=boundary_array[m].x
Set no_of_joint=no_of_joint+1
Set flag=false
End if
Set m=m+1. Set i=i+1
End while
i=i+1
End while

End.
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2. To find the joint poinfA, a scanning to all the pixels that lay between
the start_pixel and the top poikt (in the sequence of boundary
points) is performed to find out poirit (which is a pixel that has

minimum distance with the joint poii).

The same above method could be used to find timé pmintsE and
G. To find the joint pointE we scan the boundary pixels between the top
point K and the joint poinE, and we take the pixel of minimum distance
with pixel D. The jointG could be defined by scanning the pixel between
the top pointL and the end_pixel, wher@& is the pixel of minimum
distance with the pixdf.

Algorithm (3.6) was implemented to find the joirdipts A, E andG.

Algorithm 3.6// Compute some of joint points
Input: boundary_array
Output: Joint_list

Stepl // Find the joint point A
Loop for all pixels between Start_point and top point H
Find index // Pixel index in the boundary_array
that have minimum distance with the joint
point B
End Loop
Set joint point A= boundary_array [index]
Step 2 // Find the joint point E
Loop for all pixels between point K and point L
Find index // Pixel index in the boundary_array
that have minimum distance with the joint
point C
End Loop
Set joint point E= boundary_array [index]
Step 3 // Find the joint point G
Loop for all pixels between point L and end_point
Find index // Pixel index in the boundary_array
that have minimum distance with the joint
point F
End Loop
Set joint point G= boundary_array [index]
End.
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B. Extract the geometrical features

After extracting all top and joint points, the st now ready to
measure the geometrical features. The geometmedlifes represent the
length of the fingers, width of the fingers, hapdus and distance between

joints.

I. Fingers Length

The length of each finger represents the distamteden the top of
the finger and the middle point between the joioings of that finger, as
shown in the figure (3.10).

The middle point could be computed from the follogvequation:

(jointA+ joint B

Midllepoint =
2

Middle point

Figure (3.10) Person Finger
Algorithm (3.7) illustrates the implemented stepgdmpute the

length of the five fingers.

Algorithm 3.7 // Measure the fingers length
Input: Top_list, Joint_list
Output: Length_fingers_list

Loop for each finger
Compute middle point // using eq. 3.3
Compute distance (Finger's top point, and determined
Middle point)
Store distance in Length_fingers_list.
End loop
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I1. Finger's Width

It is represents the width of each finger at dédfdrvertical positions.
The main idea of the width determination is selwad corresponding
pixels (left_pixel and right_pixel), such that e passing through those
should be perpendicular on the finger's longitudimes (i.e., the line
passing through the finger's top point and it'sdi@dooint0 and intercept
with it at certain mid point (i.e., the point cutet longitudinal line into

},3,3’,& of its length), as shown in figure (3.11). Thepgovalue of the

5555
width line could be computed according to the feilog equation:

Slopez_ﬂ e s (3.4)
AX

Whereay is the vertical difference between the positionhaf finger's top

point and its middle bottom point, andx is the horizontal difference

between the top point and middle bottom point.

|
IT Right_pixel

® ® End_point
Start_point

Figure (3.11) Finger width
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Algorithm (3.8) illustrate the implementation of asirement the

width of all fingers

Algorithm 3.8/ / Measure Finger Width
Input: finger_length_list, boundary_array, Top_list, Joint_list
Output: fingers_width_list
Loop for each finger
Set seg_length=finger_length/5
Set mid1= finger_length - seg_length
Set mid2= finger_length - 2*seg_length
Set mid3= finger_length - 3*seg_length
Set mid4= finger_length - 4*seg_length
Set finger_center= (start_point + end_point)/2
Loop for each mid point
Compute slope //using eq. 3.4 between mid and
Finger_center
Loop for each boundary_array pixels between start and top
point
compute f=(pixel.y-mid.y)- slope*(pixel.x-mid.x)
End Loop
Select Left_point // pixel of minimum value of f
Loop for each boundary_array pixel between top and end
point
compute f=(pixel.y-mid.y)- slope*(pixel.x-mid.x)
End Loop
Select Right_point // pixel of minimum value of f
Compute distance // distance between Left_point and
Right_point
End loop
End loop
End.

III. Hand Span

The hand span represents the radius of the laoyest that can be
drawn within the palm area of the hand.

The idea of determining the radius of the hand gjbah shown in
figure (3.12), is based on allocating the Top anttd@n points. The radius
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of hand span represent the half of the distancgd®at the Top and Bottom

points.

Figure (3.12) Hand Span

The Bottom point represents the middle the distdoatereen the Start
and End points. The Top point could be computethasaverage of the

joint pointsA, B andC as follows:
(Joint A+ Joint B+ JointC)
Top = ,

3

The y-coordinate of the central point represenésrthddle distance
between the Top and Bottom points. The radius ef hland span is
represents the distance between the Top and theGeints.

Sometime the determined circle may draw out thellmoundary, this
mean that the computed radius is not correct. dhaien to this problem
is done by scanning all the boundary pixels layveen the Start point and
point J. For each scanned pixel compute the distance ketweat pixel
and the hand center. If the distance is less thancomputed radius we

must decrease the radius by the half of the difiezebetween the distance
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and radius. On the other hand, the hand center bmushodified by the
same value of the modifying the radius.
Algorithm (3.9) illustrates the steps of determmthe hand span:

Algorithm 3.9 // Measure the Hand Span
Input: Joint-list, boundary-array
Output: Hand-span

Find bottom_point
Find top_point

top_point + bottom_poi nt)
2

Compute radius // distance between hand_center
And top-point

Compute hand _ center =(

Set i=0
Loop while boundary_array (i) # joint point J do
Compute new_radius // distance boundary_array(i) and
Hand_center

If new_radius<radius then
Ar =new _radius — radius

hand _center.y =hand _ center.y — %

radius = radius - %

End if
End loop
Set hand_span=radius
End.

IV. Distance between joints

One of the geometrical features set is the setstdinces between the
successive joints of all fingers. These featureseveemputed by scanning
all fingers, and compute the distance between tbeiqus and next joints
points. Algorithm list (3.10) illustrates the stepfscomputing the distance

between adjacent joints:
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Algorithm 3.10 // Measure the Distance between Joints
Input: joint_list
Output: distance_joint_list

Loop for each finger
Compute distance // distance between the previous
joint and next joint
Store distance in distance_joint_list
End loop
End.

3.4.2.2 Nongeometrical Features

After constructing all the geometrical featuresi@trs length, fingers
width, hand span, distance between joirtsd, next step is constructing the
nongeometrical features which are the central mosnéar each finger.
This is done by:
A. Partition the image into subimages to separaténigers from the hand

and create five binary subimages each one contgyooe finger.

B. Find the direction of the principal axis of eaatger.
C. Measure the central moment for each finger aloedfitiger's principal

axis.

A. Image Partitioning

In this step, the subimage for each finger is eeai simplify
extracting its feature. This image is drawn by gdiime finger's boundary
from the boundary array, as shown in the figurd3p.Joint A and B are

represents the start and end of the finger boundary
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Figure (3.13) Person Finger

The produced subimages contain black backgroundnduite finger.
By using the Bresenham algorithm a line betweenpthiats A and B can
be drawn to split the finger from the hand. Thetrsep is filling the inside
area bounded by the finger's boundary points taeadolor. Algorithm list
(3.11) illustrates Bresenham algorithm, and themtigm list (3.12) was

implemented to split the five fingers and create fike subimages of the

fingers.

Algorithm 3.11 // Bresenham Algorithm
Input: image, point A and B
Output: draw line between A and B

Ax=|Bx~- AX

Ay =|B.y - Ay

If B.x> Ax then Incx=1 else If B.x< Ax then Incx=-1
Otherwise Incx=0

If B.y> Ay then Incy=1 else If B.y< Ay then Incy=-1

Otherwise Incy=0
If Ax>Aythen

E- _(&j
2

X=AX

Y=Ay

Loop for i=0 to Ax
Put pixel(x, y) on image
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If E>=0 then
Y=Y + Incy
E=E-Ax

End if

X=X + Incx

E=E+ Ay

End loop
Else

—(x

X= AX
Y=Ay
loop for i=0 to Ay
Put pixel(X, Y) on image

If E>=0 then
X=X + Incx
E=E-Ay

End if

Y=Y + Incy

E=E+ Ax

End loop
End if
End.

Algorithm 3.12 // Image Partitioning
Input: boundary_array
Output: finger_images

Loop for i=1to 5 do
Create finger_image(i)
Set prev_pixel=start joint of the finger,

Set next_pixel=next list joint of the finger,

Loop for each boundary_array pixel between prev_pixel
And next_pixel
Put pixel in finger_image(i)

End loop
Call Bresenham algorithm(finger_image(i), prev_pixel,
next_pixel)
For each row in finger_image(i)

Compute the transition position //number of changes in the

color from black to white
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If change=2 then
Loop for j=first change to second change
finger_Image(i)(j)=white
End loop
End if
End loop
End.

B. Find Finger Direction

The direction of principal axis of the finger repeats the finger
orientation in the xy-plane (i.e. the angle betw#®an finger and x-axis).
Then the central moment, along the principal @siseach finger could be
computed.

The main idea is that each shape has a maximurangzrialong its
longitudinal axis (i.e. assume x-axis) and minimuariance along the
perpendicular axis (i.e. its y-axis). The variam®ne of the measures of

the dispersion of the data set. The formula ofvdrgance is
—\2
(xi - x) M (x)
(n —l) e e e e e

Where x represents the mean of the data set mnsl the number of

n
=)

g’ =-

data elementM(X) is the distribution function of the variable (x).
In the proposed work all white pixels in the fingmages is use as a
data set. The mean of the data set represent ther ad the finger. Figure

(3.14) shows the data set and its direction.
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Figure (3.14) Data Direction

Where x and y represent the rotated coordinates as shown imefigu
(3.14.b),¢ represents the angle between the x-axis andtasebdirection.
This angle represents the direction of the maxinvaniance of the finger
data set. In the propose work the central momerhéofinger along the

angle¢ was determined. The finger variance is computgadlasvs:

hm wm

a2 =Z(‘;Z(‘;M Y% =%) oo (3.6)
y=0 x=
Where g’ represents the variance of the shape along,theix, and
1 finger
M(X,y)= S T 3.7
(xy) {0 outsude} (37)

X. and y represent the x-coordinate and y-coordinate, sy, of
the finger center point, they computed according the following

equations:

hm wm

D> M (X y)x

_ y=0x=0
X =

C hm wm

DY M%)

y=0 x=0
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hm wm

DM Y)Y

y, == SRR (3.9)

hm wm

DY M%)

y=0 x=0

The % and y represent the coordinates (of the rotated axishhef
finger’'s pixels, they computed by using the follagriequations:
X, =(X —=x_ )cosp— (y -y, )sinp+Xx,_ e e e (3.10)

y, =(X =X )sing+ (y —y.)cosp+y, e e (3.11)
By substituting the value of 1 equation (3.6) the finger variance can

be written as follows:

hm wm

a2 =3 Y M(x,y)((x—x)cosp— -V, )simg) ,......... (3.12)

y=0 x=0

The finger's longitudinal axis direction (i.e. thengleg) can be

computed by applied the following maximization eri&:

By combine equations (3.12) and (3.13) and perftren differentiation

with respect taz will lead to:

hm wm

;;M(x,y)sinqacosp[ f-yci- k-xc¥] -
22M (X, y)(X = xc)(y — yc)(cos ¢—- sirip = O

After some straightforward steps we can get:

hm wm

L 2% > M VX=X )Y~ Ye)
p=— tan_l L — (3 . 14)

hm wm

2 IS Myl - v)7 - (-x)7] |

y=0 x=0
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So, the direction() of the finger’s longitudinal axis can computed by

equation (3.14). Algorithm list (3.13) illustratése implemented steps to

find the directions of the fingers.

Algorithm 3.13 // Find the direction of the finger
Input: finger_images
Output: angles_array

Set i=0
For each finger_images(i)
Compute xc //using eq. 3.8
Compute yc //using eq. 3.9
Set a=0, b=0
For each white pixel in finger_images(i) do
a=a+(x-xc)*(y-yc)
b=b+(y-ycYf -(x-xc¥
End loop
1 2*a
="tan”
?= ( 5 )
set angles_array(i)=¢
set i++
End loop

End.

C. Compute Central Moment
The next step is to compute the central momenhé&finger. For
black and white image of size H.W the nth order ranms defined as

follows:

M =D XY M (X, Y) oo (3.15)

Where p, =0, 1, 2... ansl(x,y,) =1if the pixel i at position (x,y,)
Is set (white pixel) and 0 otherwise (black pixel).

The central moments around the finger center isrgas:



Design and Implementation 60

HW
--1(X‘ X )" (Y =Y. ) MK, Y) e, (3.16)
Where x, y. represent the central coordinates of the finget th
compute by using equations (3.8) and (3.9).
As shown in the figure (3.15) the central momemhbsi@g the finger's
longitudinal axis (XY and cross axis {y could be determined by replacing

the coordinatesx, y,) by their corresponding rotated coordinategy(} in

equation (3.16). So we can rewrite the equatiob6(3as follows:

HW

(X, =X )" (Y, =Y ) M (X, Y,) oo, (3.17)

=
In the proposed work the central moments up tohsodder were
computed such that they produce for each fingen8@ents features. That
means that for each hand person we can constricteEures. And the
determined moments can be normalized by dividedntbenents by their

corresponding zeroth order moment.

Figure (3.15) Finger direction

Algorithm (3.14) illustrates the implemented steypplied the central

moments.
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Algorithm 3.14 // Compute Central Moment
Input: finger_image
Output: moment_list

Loop for each finger_image

Compute x.  //using eq. 3.8

Compute y. //using eq. 3.9

Loop for each white pixel
Compute x; //using eq 3.10
Compute y; //using eq. 3 11
Loop p=0to 5

Loopg=0to 5

C(p,a)=C(p,a)+(x =x)" *(y, = ¥.)°
End loop
End loop
Normal=C,

Loop fori=0 to 5
Loop for j=0to 5

— Ci,i
"I Normal
End loop
End loop
StoreC in moment_list
End loop
End.

3.4.3 Create Features Vector

After finding all geometrical and nongeometricadtigres, the features
vector is constructed which contains all featuesgérs length, fingers
width, hand span, distance between joints and a@embtoments). The
number of features is 211 feature. The data strecttithe feature vector is
a list of real numbers. In the propose work a dadabof 13 person was

established, for each person have 5 hand images wssd as templete
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samples to extract the hand features, the extraet@ires vectors are

stored in the database.

3.5 Fuzzification Features Vector

After construct the features vector, a fuzzy mersibigr function was
applied on the features to find the membership ekedor each feature.
Various membership functions (as triangular, trajgel and bell

membership function) were used in this research.

3.5.1 Triangular Membership Function
It is one of the simplest methods that used to firelmembership of

the features. Figure (3.16) shows the triangulanbexship function:

MSF

1.C+—

0 Feature
A M B

Figure (3.16) Triangular Membership Function

In the proposed work each person have 5 imagesréans that the
Feature have 5 values. The point M in the above figureresents the
mean of the five features that computed accordimgthie following

equation:
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While, the point A and B are computed by using tb#owing

equations:

Where o represents the standard deviation of the feawomputed
by using equation (3.21), and n is a real numbermeisent distance from the

mean in termg'.

o= lezs‘l(featturei —M ) (3.21)

To compute the degree of the membership (MSF) édfeature, that

when the value of the feature is equal to the nf{ggrof the featuresthe

membership degree is equal to one. And when thgeval the feature is
greater than point B or less than point A the mastlp degree equal to
zero. But when the feature value is between thatpdiand point M, the
degree of MSF is given as the value of the linesipgsbetween the points
T and A.
The general line equation is
MSF =a* feature+b ,...............ol. (3.22)

So, to determine the line equation for & for the interval lays
between the features values from A to M, we haveayply following
conditions:

1. when feature=M theMSF=1

2. when feature A then MSF=0

On equation (3.22), we will get the result
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Substituting the values of the a and b in equgo?2) we will get the

following MSF equation:

MSF =i(feature—M)+1, ................. (3.24)
no

In similar way to determine the line equation &~ within the
interval [M, B] we applied the following conditions

1. when feature=M theMSF=1

2. when feature=B theMSF=0

applied these two conditions on equation (3.22) ledd to:

1
a=—
”i/l e, (3.25)
b=1+—
no

And the linear relationship become:

MSF =ni(M —feature) +1) ,............... (3.26)
o

Algorithm (3.15) illustrates the implemented stepplied to compute

the triangular membership function to extracteduess vectors listed.
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Algorithm 3.15//Triangular Membership Function
Input: person database
Output: compute membership degree (MSF)
Loop i for all features
Loop j for all persons
M(,j)=0,SID(.j)=0
Loop k for each person’s test images
M(,j)=M(,))+ feature(, j k)

STD(i, j)=STD(, j) + (feature(i, j k)Y

End loop k .
v, )=
STD(i,j)z\/STD(i’j);(M (.i))

Loop k for all tested person’s images
Set f = feature(i, j,Kk)
If (f=M) then MSF=1
Else If (f<M) and(f>A) then

. M
MSF(, j,k) = *f+@-
(1K) n* STD ( n*STD)
Else If (f>M) and(f<B) then
MSE(, j k)= — = % f (1M
n* STD n* STD
End loop k
End loop |
End loop i

End.

3.5.2 Trapezoidal Membership Function
It is one of the functions used to define the measihie degree
(MSF) for the feature. Figure (3.17) presents thaps of the trapezoidal

function:
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MSF
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1.0— k
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A B M D g Featur

Figure (3.17) Trapezoidal Membership Function

From the figure (3.17) the coordinates of poinsBM — ag,0), point
Dis (M +a0,0), point Ais M - £0,0), point E is M + £o,0), point H
is (M +a0,1) and point FisiM —ao,1).

The point M represents the mean of the featureserWhe feature
value is between the point B and D the membersegree (MSF) is equal
to 1. The membership function for the feature vdlaaveen the points A
and B is computed by using the linear relationskjgresented by the line
passing between the points F and A. The lineartioglship could be
determined by using the following conditions:

1. when feature=M —ao thenMSF =1

2. when feature=M - o thenMSF=0
Substituting these two conditions in the linearaon (3.22) we will get

the following:
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1

T oB-a) 3.27)
g — |
og(B-a)

By using the values of a and b in linear equat@the MS~ could be
express as follows:
feature+g—-M
OB—g) e

In the same way we can define the membership fomctor the

MI-=

feature interval between the points D and E, thedr relationship could be
determined by using the following conditions:
1. when feature=M +ago thenMSF =1

2. when feature=M + o thenMSF=0

Substituting these two conditions in the linear apn we get the

followings:
1
T o@-p)
0‘ —
et (3.29)
__M+ap
a(a-p)
And the linear relationship for the feature intérid + ao, M + (0]
IS:
_feure-M-og (3.30)
oa-p)

The values af, g are a real number. Algorithm list (3.16) illustrsaite

the implemented steps applied to compute the tmagalz membership

function for all features extracted from the tramisamples.
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Algorithm 3.16 // Trapezoidal Membership Function
Input: person database

Output: compute membership degree (MSF)

Set a=2,=3
Loop i for all features
Loop j for all persons
M(,j)=0,STD(,j)=0
Loop k for each person’s test images
M(i,])=M(, )+ feature(, j k)

STD(i, j) = STD(i, j) + (feature(i, j k)Y

End loop k .
M, )=
STD(i’j):\/STD(i,J');(M Q.j)y

Loop k for all tested person’s images
Set f = feature(i, j,k)

If (f=B) and(f(<D) then MSF=1
Else If (f>A) and(f<B) then

f +STD(i, j)* o —M(i, j)
STD(, J)*(6-a)
Else If (f>D) and (f<E) then

MSF(i, j,k) =

f-M(,j)=-STD@.))* B

e IR CaY

End loop k
End loop |
End loop i
End.




Design and Implementation 69

3.5.3 Bell Shape Membership Function
It is one of the functional forms used to compute tmembership

degree to the feature. Figure (3.18) illustratesiaéll shape function.

M SF

10

0 s » feature
M

Figure (3.18) Bell membership function

We see from above figure is that the membershipedeis computed

from the following equation:

MSF = exp(( ~(feature =M ) D ST (3.31)

ao

Algorithm (3.17) presents the implementation stegplied to

compute the bell membership function.
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Algorithm 3.17 // Bell Shape Membership Function
Input: person database
Output: compute membership degree (MSF)

Set =3
Loop i for all features
Loop j for all persons
M(,j)=0,STD(,j)=0
Loop k for each person’s test images
M(,j)=M(i,))+ feature(,j,k)

STD(, j) = STD(, j) + (feature(, j k))

End loop k .
MG, jy=")
STD(i,j):\/STD(i’j);(M (1)

Loop k for all tested person’s images
Set f = feature(i, j,k)
~(f-M(i,j)’
MSF (i, j k) =€~
End loop k
End loop |
End loop i

End.

3.6 Feature Analysis

After fuzzification of feature vector, some featud®mesn't have

recognition ability because they don't show speaifinges of values for

each person, their ranges or wide and overlappadihts reason we must

select only the features that show distinct and oeerlapped ranges of

values from person to another. Algorithm list (3.p8esents the steps of

evaluating the discriminating capabilities of tracted feature.
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Algorithm 3.18 // Select Recognition Features
Input: Feature database
Output: recognition_feature

Loop i for all features
Loop j for all persons
Loop k for all tested person's images
F= feature(i, j, k)
Compute M(i, j) //using equation (3.18)
Compute STD(i, j) //using equation (3.21)
Compute MSF1 //using Trapezoidal function
and F,M(, j), STD(, j)
Index=j
Loop s for all remain person
Compute M (i,s) using equation (3.18)
Compute STD(i,s) using equation (3.21)
Compute MSF2 //using Trapezoidal function
and F, M (i,s), STD(i,s)
If MSF2>MSF1 then
Index=s
End if
End loop s
If Index=j then accept++
End loop k
End loop j
If accept >=threshold then
Store F in recognition_feature
End loop i
End.

The above mentioned analysis was extended sucim#taad of using
each feature individually to determine the membersthegree but a

combination of two features (featurend featurg,) was used in the
analysis by computing the degree of the memberfshipoth feature and
feature,, and adding the determined two degrees and useethdt to

discrimination power of the combine features. Algon (3.19) was

implemented to perform the selection of the comthifeatures.
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Algorithm 3.19 // Selection Combination Features
Input: person database
Output: recognition_feature_list

Loop f1 for all features-1
Loop f2 for all features
Loop j for all persons
Loop k for all tested person's images
Fel=feature feature(f1, j,k)

Compute M(f1, j) // using equation (3.18)
Compute STD(f1, j) // using equation (3.21)
Compute MSF1 //using trapezoidal function and
Fel,M(f1,j), STD(f1,j)
Fe2=feature feature(f 2, j,k)
Compute M(f2,j) // using equation (3.18)
Compute STD(f 2, j) // using equation (3.21)
Compute MSF2 // using trapezoidal function and
Fe2,M(f2,j), STD(f2, j)
MSF_add1=MSF1+MSF2
Index=j
Loop s for all remain person
Compute M(f1,s) // using equation (3.18)
Compute STD(f1,s)STD //using equation (3.21)
Compute MSF1 //using trapezoidal function and
Fel,M(fls), STD(fls)

Compute M (f2,s) // using equation (3.18)
Compute STD(f 2,s) // using equation (3.21)
Compute MSF2 // using trapezoidal function and
Fe2, M (f25s), STD(f25s)
MSF_add2=MSF1+MSF2
If MSF_add1>MSF_add2 then
Index=s
End if
End loop s
If Index=j then accept++
End loop (k)

End loop (j)

If accept >=threshold then

Store f1 and f2 in recognition_feature_list

End loop (f2)
End loop (f1)
End.
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Where Threshold may take the value (No_of Persdio *of Image).
And the recognition_feature_list it is array of weds each record contain

the index if the two discriminating features.

3.7 Identification Using Fuzzy Logic

The aim of identification stage is to identify thmknown person
image and matching it with the enrolled databasé¢his research work we
have used the Fuzzy Logic and Fuzzy Neural Netwmikientification the
feature vector extracted from the hand image ofhomih person with the
template features vectors (for known persons)distethe database and
specify the ID of the person whose template feaueetor shows less
difference with the extracted feature vector of thknown person. In
fuzzy logic we have three methods to compute thmbeeship function to
each feature. Algorithm (3.20) was implemented edfgrm identification
between extracted feature vector with enrolled atecthe input to this
algorithm is the extracted feature vector from thend image of the
unknown person and the recognition_feature_listd Ame output is the
index (ID) of the person in the database whose l@@@eature vector in

the nearest to the unknown feature vector.

Algorithm 3.20 // Identificationunknown person
Input: person database, recognition_feature_list, feature_vector
Output: person_index
Loop x for all persons
Loop while not end (recognition_feature_list)
Set index1=recognitiuon_feature_list.f1
Set index2=recognitiuon_feature_list.f2
Set f1=feature_vector(index1)
Set f2=feature_vector(index2)
Compute MSF1 // using membership function and
f1, M (index1, x), STD(indexd, x)
Compute MSF2 // using membership function and
f2, M (index2, x), STD(index2, x)
Sum (x) =sum (x) + (MSF1+MSF2)
End while
End loop
Find person_index // index of maximum value in array sum
End.
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3.8 Identification Using Fuzzy-Neural

Self Organization Map (SOM) is one of the metholat tused to
perform classification using the neural network.ttis method we have
two main layers the input layer and the output layiéde input layer is
represents the all feature vectors that constructed the training images.
In the propose work, a database have 13 personsaaidperson have five
training images. And the output layer is represgrg the number of
persons (13 nodes). In the traditional work allrasted features listed in
the feature vectors were used as input, but in tbs®arch work some
modifications in the implementing SOM was performedimprove its
performance, these modifications are:

* Not all the features listed in the feature vechart, we applied only
features passed through the analysis test perfgrmsing fuzzy
logic (trapezoidal membership function). The adaget of this
step is to select only the features that have geodgnition ability
and make these features as the input to the iagat in the SOM.
This will reduce the computational complexity ofetmetwork
beside to improve its performance.

 The initialization to the weight matrix is done lsing the
membership value of each selected feature.

Algorithm (3.21) illustrates the implementation Eteto perform

Fuzzy Self Organization Map (FSOM).
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Algorithm 3.21 // Fuzzy Self Organization Map (FSOM)
Input: person database, recognition_feature_list, feature_vector
Output: person_index
Stepl: Training

Initialization weight matrix W

Set flag=true

Loop while (flag=true)
Seta =0.6

Loop while (@ >0.1)
Fork=0to N  // N number of patterns
For i=0 to No_Of_Person
Dj(i)=0
For j=0to M // M is number ofataire in
recognition_feature_list
Compute MSF tdeature,

Dj(i)=Dj(i) + (v ; ~MSF)*
End loop
End loop

Find minimum Index in Dj
For j=0to M // M is number of feature in
recognition_feature_list
Set ffeature,

Compute MSF to f

Wjindex :Wjind@( +a(MSF _Wjindex)
End loop
Updater =a - 001
End while
Check|W' ~W'**| <0.0001then flag = false
End while
Step 2: Testing
For j=0 to No_of_Person
Dj(i)=0

For i=0to M // M is number of feature in
recognition_feature_list
Let F=feature _ vector,
Compute MSF to F
Dj (i)=Dj(j)+W; -MSF)
End loop
End loop

Find Index of minimum value iDj
End.




Chapter Two

Theoretical Overview

2.1 Introduction

All hand identification methods that have been psgal in the last
decade use various geometric features of handhiwhaight, length of the
finger, hand span, etc). In addition to the ab@agres the moments of the
finger's shape were used as additional featureetdify the hand.

In this chapter, a description to the identificat&ystem that used the

geometry and non-geometry features of the handetatify his/her hand.

2.2 The Pattern Recognition System

Recognition is regarded as a basic attribute ofdwbeings, as well
as other living organisms. A pattern is the desicnipof an object. Human
begins recognize the objects around them, and theye and act in
relation to them. Peoples recognize the voice kh@wvn individual; and
can recognize handwritings and analyze fingerpridthuman being is a
very sophisticated information system, partly beseabhe/she possesses a
superior pattern recognition capability [Gonz74].

In simple language, pattern recognition can be neefi as the
classification (or categorization) of input datéoimdentifiable classes, via
the extraction of significant features (or attrigmit of the data from a
background data of irrelevant detail. Pattern redomn involves the
following major concepts [Hiba03]:

A pattern is the description of an object. According to tregune of

the patterns to be recognized, we may divide ots atrecognition
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into two types: the recognition of concrete itemsl @éhe recognition
of abstract items. The first type involves the itfeation and

classification of spatial patterns (for examplearettters; fingerprint;
and hand shape; etc) and temporal patterns (fomgea speech;
signatures; etc). While the second type of recagmpprocess involves
the recognition of abstract items such as an @draent or a solution
to a problem.

e A pattern class: the set of patterns with some given common feature
will determine a category. A pattern is a desooiptof any member of
a category representing a pattern class. The patidoe recognized
and classified by automatic pattern recognitiortespsmust posses a
set of measurable features. When these featuresiratl@ar to those
belong to a group of patterns (a pattern clasg),tésted pattern is

considered to be a member of the same pattern class

The objective of pattern recognition system is &ednine, on the
basis of the observed data, the pattern classmegpe for generating a set
of measurements similar to the observed data [Ripa0

The typical pattern recognition process is showiligare (2.1), the
process of input data is called preprocessing vthsmsed in the design of
pattern recognition systems. This preprocessing isidudes a number of
image processing operations that transform thetiimpage into another
form. After proper preprocessing, several patteatudres are extracted and
the pattern vector is plotted in the pattern sp#us,is done in the feature
extraction step. Then the proper decision theorgwdr the optimum
boundaries in the space of the recognition durhng dlassification step
[Gonz74].
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Input Preprocessing Feature

—> > ) | Classification
Image Extraction — 1D

Figure (2.1) The functional Block diagram of typical
pattern recognition system

2.3 Image Representation

We have seen that the human visual system recafvegput image as
a collection of spatially distributed light energyiis form is called an
optical image. Optical images are the types we deith everyday
(cameras capture them, monitors display them, andeg them). We know
that these optical images are represented as uni@onation in the form
of analog electrical signals and have seen howetree sampled to
generate the digital imadé, c) [Umba98].

The term monochrome image or simple image, referatdawo
dimensional light intensity functioi(r, c), wherer andc denote spatial
coordinates and the value bf at anypoint (r, c) is proportional to the
brightness (or gray level) of the image at thanhpfeonz87].

The images types are: Binary, Gray-scale, Colord &tultispectral
[Umbo98].

2.3.1 Binary Images

Binary images are the simplest type of images aad take two
discrete values, typically black and white, or&d ‘1’. A binary image is
referred to as a 1 bit / pixel image because kesadnly 1 binary digit to
represent each pixel. These types of images ar¢ fmempiently used in
computer vision applications where the only infotioa required for the

task is general shape, or outline, information.



Theoretical Overview 11

Binary images are often created from gray-scalegemavia a
threshold operation, where every pixel above thestiold value is turned

white (‘1’), and those below it are turned blad®')!

2.3.2 Gray-Scale Images

Gray-scale images are referred to as monochromegner color,
images. They contain brightness information only,aolor information.
The number of bits used for each pixel determihesnumber of different
brightness levels available. The typical image am% 8 bits/pixel data,
which allows us to have 256 (0...255) different btiggss (gray) levels.
Additionally, the 8 bits representation is typichle to the fact that the
byte, which corresponds to 8 bits of data, is tlaadard small unit in the

world of digital computers.

2.3.3 Color Images

Color image can be modeled as three-band monochioage data,
where each band of data corresponds to a diffeceldr. The actual
information stored in the digital image data is linghtness information in
each spectral band. When the imagedisplayed, the corresponding
brightness information is displayed on the scregmpibture elements that
emit light energy corresponding to the particulatoc. Typical color
images are represented as red, green and blu&BirRages. Using the 8-
bit monochrome standard as a model, the correspgrodilor image would
have 24 bits/pixel, 8 bits for each of the threscbands (red, green, and
blue).

2.3.4 Multispectral Images
Multispectral images typically contain informationtside the normal

human perceptual range. This may include infrardttaviolet, X-ray,
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acoustic, or radar data. These are not imagesingbhal sense because the
represented information is not directly visible Hye human system.
However, the information is often represented suai form by mapping
the different spectral bands to RGB componentsidfe than three bands
of information are in the multispectral image, themensionality is reduced

by applying a principal component transform.

2.4 Hand Image Capture

The hand geometry and the palm features are ¢sttdcom the
image of the right hand, which is placed on the fkss surface of a
scanner. The user has to put his hand on the scasthehe fingers spread
naturally. There are no pegs, which usually ses/eamtrol points for the
appropriate placement of a hand. The spatial résaolof the images is 200
dots per inch (dpi). Figure (2.2) shows a typicahge obtained by the
scanner [Slob98].

A commercial flatbed scanner was used to acquieehtind images.
Randomly placed hands of the participants were resdhnwith dark
background [Alex98].

Figure (2.2) Typical image obtained by a scanner
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2.5 The Preprocessing Stage

After the hand's image captured, preprocessing lmearequired. The
first step in preprocessing is converting the caloage of the hand's
person to binary image (black and white), the hadvhite and the
background is black, the next step is applyingLifnglace edge detection to
find the boundary of the hand, after that the cltaide of the boundary of

the hand should be traced.

2.5.1 Thresholding

Thresholding is one of the most important approadieethe image
segmentation. Segmentation is accomplished by sogutime image (pixel
by pixel), and labeling each pixel as object orkgaound, depending on
the gray level of the that pixel whether it is degar less than the value of
chosen threshold [Gonz87].

One of the most important and commonly used imagegssing
techniques is Thresholding. This is the conversiba color (typically 24-
bit) or grayscale (typically 8-bit) image to a hing1-bit) image. It is the
reduction of images to black and white represemtatiof features and
background [Vasa98]. Pixels with a grey level abthe threshold are set
to one or white (255) and all other pixels setéoozor black as shown in
figure (2.3). This produces a binary image of whotgects on a black
background (or otherwise, depending on the origidddtribution)
[Vasa98].

Set a given point (r,c)
If 1(r,c)>F then I(r, c) =object (or set 1)
Else I(r, c) =background (or set 0)



Theoretical Overview 14

Figure (2.3) Binary Image

2.5.2 Edge Detection

An edge is the boundary between two regions vatatively distinct
gray level properties. Basically the idea undedymost edge detection
techniques is the computation of a local derivatiperator [Gonz87].

Edge detection operators are based on the ideadgat information
in an image is found by looking at the relationshigixel has with its
neighbors. If a pixel's gray level value is similarthose around it, there is
probably not an edge at that point. However, ifx@lphas neighbors with
widely varying gray levels, it may represent aneeggint. In other words,
an edge is defined by discontinuity in gray levalie [Umba98].

Edge detection generally results in a considereddection of image
data. Some of well known edge detectors are Rsberdss, Laplace,
Sobel, Kirsch, Prewitt [Toma00].

In our proposed work, we used Laplace operatantbthe edges. The
three Laplace masks, figure (2.4), represent differmapproximations of
Laplace operator. Unlike compass masks, Laplac&ksnaie rotationally
symmetric, which implies "edges at all orientatiooentribute to the
result". They are applied by selecting one maskamyolving it with the

image. The sign of the result (positive or negativem two adjacent pixel
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locations provides directional information, andgels which side of the
edge is brighter [Umba98].

01|60 11-2|1 1|-1]-1
114 -1 214 |-2 1|8 -1
0|-1(0 1121 1|-1]-1

Figure (2.4) Laplace masks

2.5.3 Chain Code

Chain codes are used to represent a boundary bgnaected
sequence of straight line segments of specific tlengnd direction.
Typically, this representation is based on 4 oir8ations, each segment is
coded by using a numbering scheme such as thesbo@s in figure (2.5)
[Gonz87].

The basic information that store about a regiomiere it is. One
could store the location of each pixel in the regibut one can be more
efficient by simply storing the border. By travergithe border in a pre-
defined direction around the region, one can baidtdain [Brya0O0].

(@) (b)

Figure (2.5) Directions indexing for (a) 4-direction chain code.
(b) 8-direction chain code.
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The connectivity neighborhood of the starting piae¢ treated as a
circular sequence of direction numbers as showifigares 2.6(a) and
2.6(b), the starting pixel will be redefined sotttiee resulting sequence of
the numbers must form an integer of minimum magiatu

0,

9,0, o} \Zl :
1t 13 1/ |6
al 3 12T |°

1T4_ l ) 4 6
Rt I
2 2 3 73\ /5

() (b)

Figure (2.6) Chain code (a) 4-direction chain code;
(b) 8-direction chain code

The boundary representation in figure 2.6(a) is timain code
(0033333221211101), and in figure 2.6(b) is the irthaode
(076666553321212) [Gonz87].

2.6 Features Extraction

Feature extractions refer to the process of findingrapping that
reduces the dimensionality of the patterns by ektrg some numerical
measurements form raw input pattern [Venu99].

The goal of the image analysis is to extract thefulsnformation for
solving application based problems. This is donenigiligently reducing
the amount of image data with the tools we havdoegd (including the
image segmentation and transforms). Now, we casiden extraction of
features that can be useful for solving computeagenproblems. Image

segmentation allows us to look at object featumad, the image transforms
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provide us with features based on spatial frequenfyrmation-spectral
feature [Umba98].

Exactly what we have to do with features will byphpation
dependent. If we are working on a computer vigiozblem, the end goal
may be the generation of a classification ruleriteo to identify objects. If
we are working to develop a new image compressigorigthm, we may
want to determine what image data are importang itsignificant
information can be compressed or eliminated cora[yl¢umba98].

In the propose work, we have used two types of gdocal features

and some non geometrical features.

2.6.1 Geometry Features
Hand geometry based identification system reliesh@engeometrical

features of a human hand. Typical geometrical featinclude (length and

width of the finger; width of the hand as well &g distance between joint
points; etc) [Anil99].

The main geometrical features can be divided imie following
categories [Hiba03]:

« Widths: the widths of each of the five fingers are measuatedifferent
finger's locations, as shown in figure (2.7) (a).

» Distances: the distances among the joint points in verticad a
horizontal coordinates is measured, as shown urdi@2.7) (b).

» Lengths: the distance between the top poiit the finger and the
middle point of the distance between the two joodsresponding to
that finger, this distance is named as the lenfthefinger, as shown
in finger (2.7) (c).

« Hand span: the span of the hand is extracted by measuringatthes

of the greatest circle drawn inside the palm, asvshin figure (2.7) (d).
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(a) Finger width (b) Distance between joints

(c) Finger length (d) Hand span

Figure (2.7) Hand geometrical features
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2.6.2 Non-Geometry Features

In general, moments are set of parameters whiclcribes the
distribution of material (in image processing ieguivalent to brightness)
from a reference point or an axis. The idea of gighoments to construct
the image feature vectors is one of the commonzetil methods used
today. Each moment order reflects different infaiora for the same
image. The determination of moments for image amlg straightforward
if we consider a binary or gray level image segnana two dimensional
density distribution function [FadiO4].

The shape of boundary segments (and of signatarepe described
guantitatively by using moments. For 2D continudusction f(x,y), the

moment of order (p + g¥ defined as

mpq:T Tx"yqf (X, Y)AXAY e (2.1)

—00 —00

Forp,q=0,1,2...
A "uniqueness" theorem states thaf(ky) is piecewise continuous
and has nonzero values only in a finite part ofplgne, moments of all

order exist, and the moment sequenag, ) is uniquely determined by

f(xy).
Conversely, fn,,) uniquely determiné(x,y). The central moments can

be expressed as [Gonz87]

Hpq = _0}; _o?m(x—;)p (-v) rony)yddy e (2.2)
Where
x= D0 gy = DO (2.3)
™ 00 m g

The above moments are called a central momentseTiBeanother
type of moments called a moment invariants, thae tpf moments is

derived from the central moment.
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Moment invariants can be used to establish featectors for shape
representation from the moments of the shape. Monmeariants have
been shown to be invariant to 2D shape transfoamatincluding rotation,
scale and translation. Moment invariants can beutated for the shape
boundary or the shape silhouette. Silhouette basmdents contain more
information of the low frequency components or ghabal features of the
shapes reflected by the boundary based momentshwdoatain more
information of the high frequency components orfthe details in shapes.
Silhouette based moments are more popular for sfgpesentation and
have been used in the experiments performed bAtutoR].

A set of seven moment invariants can be derivea fite second and

third moments [Gonz87]:

91 = Hogy t H 9 e e e (2.4)
G0 = (Hgp = Hog )2+ AHEG sereeeraiieiie e, (2.5)
3= (130 ~3112) 2 + (3gq ~103)° TR (2.6)
04 = (Hag *+ Hip)? + (Hoy + Hgs)? e, (2.7)

2 2
b5 = (,U30 + 3#12)(#30 + ,U12) [(,Ugo + ,U12) - 3(#21 + ,U03) 1+

By = Moz )(Hoq + Hoz)[B(Hgg + ,U12)2 —(Hpq t ,UO3)2] yaeeens (28)

06 = (Hop * Moo N Hgo * H1p)® = (Hpy * Hog) 1+ (2.9)
4prqq (Hgg + Hyp N Hog + Hpg)
2 2
= (3 + + + -3 * ¥
97 = BHoq *+ Hoz)Hgg + H12 N Hzg * Hyp) (Mg * Hog)"] ,(210)

2
(3,U12 ~ Hag )(,U21 * Hos )[3(/130 +,U]_2) - (/121 +/103) ]

2.7 Fuzzy Logic
The term "Fuzzy logic" has been used in the litemain two different

senses. In a broad sense, fuzzy logic viewed agsi@mns of concepts,
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principles, and methods for dealing with modes edisoning that are
approximate rather than exact [Geor97].

Fuzzy logic provides an inference morphology thataldes
approximate human reasoning capabilities to beiegptio knowledge
based systems. The theory of fuzzy logic providesmthematical strength
to capture the uncertainties associated with hup@gnitive processes,
such as thinking and reasoning [Robe00].

Some of the essential characteristics of fuzzyiclaglate to the
following [Robe00]:

* In fuzzy logic, exact reasoning is viewed as lingti case of
approximate reasoning.

* In fuzzy logic, everything is a matter of degrealetision maker.

* In fuzzy logic, knowledge is interpreted a collectiof elastic or,
equivalently, fuzzy constraint on a collection afmbles.

* Inference is view as a process of propagationadti constraints.

* Any logic system can be fuzzified.

There are two main characteristics of fuzzy systémas give them
better performance of specific applications [Roje00

* Fuzzy systems are suitable for uncertain or apprate reasoning,
especially for the system with mathematical motet ts difficult to
drive.

* Fuzzy logic allows decision making with estimatealues under

incomplete or uncertain information.
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2.7.1 Introduction to Fuzzy Set

The concept of the set is one of the most basicaus in both logic
and mathematics. By saying that it is basic, méanetare no more basic
concepts in term of which a "Set" may be defif@dor97].

In a classical set theory, a set is normally defias a collection of
objects, which can be finite, countable, or uncahblg. An elemenx can
be either belong to or not belong to aAeif setA represent the concepts,
for example, "male" and "female", a person is &ithémale" or "female"
because the concepts "male" and "female" are wedlheld without any
ambiguity. This can be totally different if we caer the concepts” tall
"and" short". A person have a height of 1.95 metezommonly regarded
as tall. But a person with height of 1.7 meter barsaid to be tall for Asian
with very high certainty, while for Europeans anhdyican, this person is
not considered to be tall. To handle these ambiguwmncepts, we should

extend the conventional set theory to fuzzy setihfRana99].

2.7.2 Membership Function

As already mentioned, one of the principal motimatior introducing
fuzzy sets is to represent imprecise concepts. lBecan individual's
membership in a fuzzy set may admit some unceytamé say that its
membership is a matter of degree. Accordingly, sq®is a member of
the set "tall people” to the degree to which helor meets the operating
concept of "tall". Alternatively, we can say thaetdegree of membership
of individual in a fuzzy set expresses the degifeeompatibilities of the
concept represented by the fuzzy set. Each fuazyAsées defined in terms
of a relevant universal s&, by a function analogous to the characteristic
function. This function, called aembership function, assigns to each

elementx of X a number,A(x), in the closed unit interval [a, b] that
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characterizes the degree of membership of A. Membership functions
are thus functions of the form [Geor97]:
A: XoJa, bl e (2.11)

In conventional fuzzy set classifiers, the rangeaxh input variable
Is divided into several intervals. Then each iraeng considered to be a
fuzzy set and an associated membership functidafised. Thus, the input
space is divided into several subregions that arallel to input axis. For
each subregion a fuzzy rule is defined; if the ingun the subregion, the
input belongs to the class associated with theegutn. Then the degrees
of membership of an unknown input for all the fuzsts are calculated
and the input is classified into the class with theximum degree of
membership. Therefore, the membership functionscty influence the
performance of the fuzzy classifier [Shig01].

There are many types of membership functions a$r{angular, (b)

Trapezoidal, (c) Bell-shaped:

A. Triangular Membership Functions

The triangular membership function for the inguwtan be considered
as that shown in the figure (2.8). Atc (the center of the membership
function) the degree of membership is 1, and itekses ag moved away
from ¢, and reaches 0 whesxv or x=V. The centec is not necessarily the
middle point betweerwv andV. The membership functiom(x) for the

input variablex can be defined as follows [Shig01]:

0 for x >V,
1—)(_C forc<x <V,
m(x) = VY ¢ e, (2.12)
1—C_X forc=x 2v,
c-Vv
0 for x <v.
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0 » Feature
V Cc \V/

Figure (2.8) Triangular membership function

B. Trapezoidal Membership Functions

Another important class of membership functions hapezoidal
shape, which is illustrated by the generic gragitepresentation given in
figure (2.9). Each function in this class is fulthiaracterized by the four

parameters, a, b, ¢, and d, via the generic foren{&7]

M whena< x<b
(a-b)
m(x) =1 whenb<x<c R (2.13)
(d-x) whenc< x<d
(d-c¢)
0 otherwise

» Feature

a b c d
Figure (2.9) Trapezoidal membership function
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C. Bell-Shape Membership Functions
Figure (2.10) shows the bell-shaped membershiptiume for input
variable x. At the centar " the degree of membership is 1 and it decreases

as x moves away from the center. The membershigtimm(x) is given

by

o
M(X) =eXP ———————| e, (2.14)

ao

Where a a positive tuning parameter to tune the membershigp

function ando is a variance of x arourd[Shig01].

A
1.C=—

> Feature

Figure (2.10) Bell- shape membership function

2.8 Artificial Neural Network (ANN)

NNs are statistical models of real world systemisictv are built by
tuning a set of parameters. These parameters, kaewmueights, form a
mapping function between a set of a given valuaswk as inputs, to an
associated set of values, known as outputs. Passsej of examples of

input-output pairs through the network and adjugtime weights carry out
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the process of tuning the weights the correct \&liwaining in order to
minimize the error between the answer the netwaorkrgand the desired
output. Once the weights have been set, the madable to produce an
answer to test values that were not included in tthaning data. The
models do not refer to the training data after thaye been trained; in this
sense they are functional summary of the traineig Ban01].

Create research work was devoted in the field tfi@al neural
network over the last years. The interesting thabgut artificial neural
networks is that they appear to be enormously lisefsolving problems
that have proved to be very difficult with convemal algorithms
[Rana99].

In conventional computers, which are programmegktdorm specific
task, most neural networks must be taught, oredaiifhey can learn new
associations, new functional dependencies and ratterps. Although
computers outperform both biological and artifieci@ural systems for tasks
based on precise and fast arithmetic operationigicesl neural network
systems represent the promising new generationfofmation processing
networks [Robe00].

2.9 The Basic Artificial Model
A neural network consists of a large number of $&mprocessing

elements called neurons, units, cells or nodesh Baaron is connected to
other neurons by means of directed communicatioks)i each with an
associated weight. These weights represent infoomdieing used by the
net to solve problem. A node is generally an exélgmimple device that
has a number of input signals and a single outigniag as shows in figure
(2.11).
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X1 Weight

%A

W2j

Output

Basic Signal

Function

Transform
Function

X3

Figure (2.11) Neural network nods

For a nodel, each input signak (i=1, 2... n) is assigned a relative
weightw; . From the weighted total input the node computsisigle output
signaly,. The following three steps will take place whercreaode is

activated or processed [Rana99]:

1. A number of inputs (either from original data, corh the output of the
other neurons in NN) are received.

2. The mapping of the weighted inputs is calculatedubing the basic
function.

3. The result of the basis function is transformedbyactivation function.

The transformed result (output signal of the ngdlemay be sent to

other nodes

2.10 Types of Neural Network Classifiers
There are two types of classifiers, supervised amslipervised, as

show in the following:
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1. Supervised neural network classifierssupervised learning algorithms
include a special case of reinforcement learninggne a given pattern
is identified as a member of already known class8édltilayer feed
forward have emerged as a popular mode for pattassification tasks.
The most important attribute of multilayer feedvard is that it can
learn a mapping of any complexity [Patt96].

2. Unsupervised neural network classifies: in the unsupervised
methods, the network must discover for itself tlagtgrns, features,
correlation or categories in the input data andec@m them in the
output. The connection weights are modified throddferent iterations
of network operation, depending on the winner niesiythis process is
calledself-organization. The proper clusters are formed by discovering
the similarities and dissimilarities among the algeKohonen's SOM is
an example of such net. The final step in the uaesuged classification

is to decide which cluster represents each physiaak [Ban01].

2.11 Fuzzy Neuron
Hybrid systems combining fuzzy logic, neural network, genetic
algorithms, and expert systems are proving thdecéfeness in a wide
variety of real world problems. Every intelligemchnique has particular
computation properties (e.g. abilities to learniegplanation of decisions)
that make them suited for particular problems aatifar others. While
neural networks are good at recognizing pattermsy are not good at
explaining how they reach their decisions. Fuzgidsystems, which can
reason with imprecise information, are good at @xphg their decision but
they can't automatically acquire the rules theytosmake those decisions.
These limitations have been a central driving fdyetind the creation of
intelligent hybrid systems where two or more teghes are combined in a

manner that overcomes the limitations of individigghniques [Robe00].
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A fuzzy neuron is designed to function in much Hagne way as a
non-fuzzy neuron, expect that it reflects the fumayure of a neuron, and
has the ability to cope with fuzzy information. Thasic structure of a
fuzzy neuron is described in figure (2.12). Inpuitthe fuzzy neuron are

fuzzy set (K,,X,,.,X,) in the universe of discourseu(U,,..U,)

respectively. These fuzzy sets may be labeled b §nguistic terms as
high, large, warm, etc. The fuzzy inputs are themeighted in synapses in a
much different way from that in non-fuzzy case. Teghted fuzzy inputs
are then aggregated not by the summation but byfuley aggregation

operations (fuzzy union, weighted mean or intereagt

Weight_ing Aggregation
OperationgOperations

Xn

Figure (2.12) A fuzzy neuron model/

An important difference between the computatiorsglegts of a non-
fuzzy neuron and that of a fuzzy neuron is therdtdin of mathematical
operations. The mathematical operation in a nomyfuzeuron may be
defined in terms of confluence operation (usualty inner product)
between adjustable synaptic weights and neuraltsnAny learning and
adaptation occurring within the neuron involves hodg these synaptic

weights. In a fuzzy neuron, a two-dimensional furzkation between the
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synaptic weights and neural inputs represents yhaptic connection. In
this situation, learning involves changing the twhmensional relation

surface at each synapse [BanO1].

2.12 Self Organization Map (Kohonen Neural Network)

Kohonen's self organization map (SOM) first pragmbby Kohonen is
an unsupervised learning method that automaticatigels the features in
the input data reflects these features on topodbgitaps. The resulting
maps from local neighborhoods that act as featlassitiers on the set of
input patterns are mapped onto close neighborhioditie maps [Ban01].

A Kohonen layer is composed of neurons that compstie other.
Like in adaptive resource theory, the Kohonen SQMNamother case of
using a winner-take-all strategy. The inputs aceifdo each of the neurons
in the Kohonen layer (from the output layer). Eagluron determines its

output according to a weighted formula:

Outputj :Zwijxi e, (2.15)

Where i=1 to number of input nodes

The neuron with largest output is the winner. Trdh&nhen network
has two layers, an input layer and output layestaswyn in figure (2.13).
The input layer is a size determined by the usdrranst match the size of

each row (pattern) in the input data [vall97].
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I nput layer Output layer

/Q__> o1
Wij

O=
O I
) os

X1

Figure (2.13) Kohonen Network

The winning neuron is trained according to thedwihg equation:

W|tj+1 = Witj ta(q =W (2.16)
Where a is the learning parameter or gafd<a<1) which should be
constant. Two factors affect the clustering operain Kohonen neural net,
these factors are:
1. The weight initialization (different weight initiaiation may lead to
different result).

2. The learning rate valuex()

Weights could be initializing using one of two ways

1. Random initialization: in this caseg starts relatively high

(01<a<08) and decreases gradually to produce finer weight
adjustments (e.g. initiallyg =0.8, then reduced gradually after a

specified number of iterations until =0.1).
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2. Convex combination: it is another method used tectenitial weights
suggested by Hecht-Nielsen. In this method, allgiveivectors are

initialized at the same value [Venu99]:
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PIN
ATM
BMP

1D

FL
NN
ANN
SOM
MSF
FSOM

List of Abbreviations

Person I dentification Number
Asynchronous Transfer Mode
Bite Map

Personal Computer

|dentity

Fuzzy Logic

Neural Network

Artificial Neural Network
Self Organization Map
Member Ship Function
Fuzzy Self Organization Map
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